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Abstract— This paper considers an active reconfigurable intel-
ligent surface (RIS)-aided integrated sensing and communication
(ISAC) system. We aim to maximize radar signal-to-interference-
plus-noise-ratio (SINR) by jointly optimizing the beamforming
matrix at a dual-function radar-communication (DFRC) base
station (BS) and the reflecting coefficients at an active RIS subject
to the quality of service (QoS) constraints of communication user
equipments (UEs) and the transmit power constraints of active
RIS and DFRC BS. To tackle the optimization problem, the
majorization-minimization (MM) algorithm is applied to address
the nonconvex radar SINR objective function, and the resulting
quartic problem is solved by developing an semidefinite relaxation
(SDR)-based approach. Moreover, we derive the scaling order
of the radar SINR with a large number of reflecting elements.
Next, the transmit power allocation problem and the deployment
strategy of the active RIS are studied with a moderate number of
reflecting elements. Finally, we validate the potential of the active
RIS in ISAC systems compared to passive RIS. Additionally,
we deliberate on several open problems that remain for future
research.

Index Terms— Reconfigurable intelligent surface (RIS), intel-
ligent reflecting surface (IRS), active RIS, integrated sensing
and communication (ISAC), dual-function radar-communication
(DFRC).
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I. INTRODUCTION

AS ONE of the key candidate technologies for the sixth
generation (6G) wireless systems, integrated sensing

and communication (ISAC) has received increasing research
attention in recent years. This technique can be applied to
environment-aware scenarios such as vehicle-to-everything
(V2X), virtual reality (VR), and augmented reality (AR).
From the spectrum resource perspective, both the increase
in communication capacity and the enhancement of sensing
capabilities rely on larger bandwidth, thereby exacerbating
the scarcity of available spectrum resources. Consequently,
this imperatively prompts us to investigate strategies for
achieving radar and communication coexistence (RCC) within
the same frequency band [1], [2]. However, additional con-
trol nodes along with additional estimation and feedback of
interference channels are often required in RCC systems,
which significantly increases the system design complexity
[3]. From the hardware deployment perspective, since radar
and communication systems share similar hardware archi-
tectures, implementing radar and communication functions
on the same platform can effectively reduce the hardware
overhead. In addition, through the integration of radar and
communication systems, the radar gains awareness of the
communication signals, enabling their utilization for sens-
ing purposes. Thus, the dual-function radar-communication
(DFRC) system is considered to be more efficient for
the ISAC [4].

Early contributions to ISAC primarily focused on allocating
communication and sensing resources in a non-overlapping
way to avoid interference, utilizing techniques such as time-
division, spatial-division, and frequency-division ISAC. While
these approaches are straightforward to implement in hard-
ware, they suffer from relatively low spectrum and energy
efficiencies. To address this issue, three types of fully unified
ISAC waveform designs have been proposed: sensing-centric
design (SCD), communication-centric design (CCD), and joint
design (JD). In SCD, communication symbols are embedded
into various domains of the sensing signal without causing
substantial degradation in the sensing performance. Although
this approach exhibits a promising sensing performance, its
applicability is restricted to scenarios that only require low
data rates. In contrast to SCD, communication performance
has the highest priority in CCD. Generally, CCD performs
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the radar sensing function by exploiting the existing com-
munication waveform, e.g., orthogonal frequency division
multiplexing (OFDM) waveform [5], [6]. However, the sensing
performance of the system may be significantly impaired by
the randomness introduced by the communication symbols,
e.g., cross- and auto-correlation properties. Furthermore, both
CCD and SCD are constrained by the use of the existing
waveforms, making it difficult to achieve a scalable balance
between sensing and communication requirements. The last
category, i.e., JD can potentially provide additional degrees of
freedom (DoFs) for sensing and communication by conceiving
an ISAC waveform from the ground up [7]. Several contri-
butions have been made in the JD to yield insightful results
[8], [9]. Specifically, the authors of [8] proposed to use the
dedicated radar signal in combination with a communication
signal to provide additional DoFs for sensing. Further, the
optimal transmit beamforming was investigated in [9], pointing
out that the specific radar signal was not required for the line-
of-sight (LoS) communication links.

ISAC usually benefits from the availability of large band-
widths in millimeter wave (mmWave) frequency bands,
creating the opportunity to achieve high data rates and improve
radar range resolution. However, as the operating frequency
increases, the signals become more susceptible to blockages,
which can significantly degrade the sensing and commu-
nication performance. Fortunately, reconfigurable intelligent
surfaces (RISs) offer a promising solution to this problem
by establishing reliable virtual links between the DFRC base
station (BS) and the sensing targets. Typically, an RIS consists
of a large number of passive reflecting elements, and the
direction of the reflected signal can be tuned by adjusting the
phase shifts of the reflecting elements. Numerous studies have
demonstrated that integrating RIS into other emerging tech-
nologies can improve the signal propagation environment [10],
[11]. In addition to its role as a passive reflecting element,
RIS can also be utilized as a transceiver, thereby enabling more
versatile and dynamic communication capabilities [12]. There
were also many studies on the integration of RIS and ISAC
[13], [14], [15]. For the RIS-aided ISAC system, two main sce-
narios have been typically considered [16]. The first scenario is
involved by using the RIS solely for the purpose of improving
communication functionality, while direct transceiver-target
links are used for sensing [17], [18], [19], [20]. In particular,
[17] focused on designing the transmit/receive beamforming
matrices and the phase shift of the passive RIS for multi-
user scenarios, while [18] aimed to minimize the transmit
power of the DFRC BS by jointly designing the active and
passive beamforming matrix in the presence of the interference
introduced by the RIS. In [19], the authors discussed the RIS
phase shift optimization and time sharing between sensing
and communication functionalities, by considering sensing
time. In [20], the authors addressed a sum-rate maximiza-
tion problem while imposing constraints on the estimation
performance bound of the target’s direction of arrival (DoA).
The second scenario aimed at further leveraging the benefits
of RIS, particularly in enhancing radar sensing performance,
by using RIS to establish a virtual link between the BS and

the target. In this scenario, two primary performance indicators
for sensing were considered. The contributions of [16], [21],
[22], and [23] optimized the beampattern at the target, which
ensured that more power was illuminated to the target for sens-
ing. In contrast, the authors of [24] first considered a four-hop
BS-RIS-target-RIS-BS link and investigated the received radar
signal-to-interference-plus noise-ratio (SINR) at the DFRC
BS. The authors of [25] also considered the received four-hop
echo at the BS and a Cramér-Rao bound (CRB) minimization
problem was formulated. Nevertheless, due to the multiplica-
tive fading effect, the equivalent path loss of the four-hop
sensing link can be regarded as the product, rather than the
sum, of the path loss of the BS-RIS, RIS-target, target-RIS,
and RIS-BS links. This results in a significantly low received
signal power at the BS, limiting the sensing resolution.

To combat such severe signal propagation loss over the four-
hop links, many new architectures of RIS have been proposed.
One such idea was to add sensors to the RIS for sensing,
as suggested in [26], [27], and [28]. With this method, the sen-
sors would perform the sensing function, thereby diminishing
the number of hops and path loss between the sensors and the
BS. However, implementing this approach would result in a
more complex hardware design and is challenging to integrate
with existing communication protocols. Another approach was
to add several amplifiers [29] to the passive RIS to mitigate
signal attenuation through the signal amplification function,
known as active RIS. The nascent technology of active RIS
exhibits promising potential in mitigating the multiplicative
fading issue compared to the traditional passive RIS [30].
Recent contributions have shown that the active RIS yields
superior performance compared to the traditional passive RIS
in the communication systems with equal power budget [31].
Additionally, the active RIS has garnered significant atten-
tion in the context of sensing-related applications, such as
radar detection and localization [32], [33]. When the active
RIS is used to establish a virtual link between the DFRC
BS and the target, a signal that would normally experience
severe fading can be amplified twice on the same active
RIS panel, which we refer to multiple-self-reflection (MSR).
Most recently, there have been a few contributions that have
delved into the active RIS-aided ISAC system [34], [35].
Specifically, the authors of [34] considered an active RIS-aided
ISAC system in the scenario of cloud radio access network
(C-RAN), and optimized the radar beampattern towards the
sensing targets. However, the four-hop received echo was
not considered in [34]. The authors of [35] employed the
received radar SINR as a sensing metric while maximizing the
secure rate of the active RIS-aided ISAC system. Nevertheless,
the noise and the interference induced by the active RIS
were neglected in [35]. Besides, in [34] and [35], the power
consumption of the reflected echo at the active RIS was not
considered.

Motivated by the above background, our contributions are
summarized as follows:

1) In this paper, we investigate the active RIS-assisted
DFRC system and analyze the received four-hop sensing
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signal. Specifically, we maximize the radar SINR by per-
forming joint optimization of the transmit beamforming
matrix together with the active RIS reflecting coef-
ficients. Meanwhile, the quality of service (QoS)
requirements of multiple users are ensured within the
restrictions of the transmit power of both the BS and
the active RIS. The main difficulties in solving the
problem lie in the quartic nonconvex objective function
and constraints.

2) We propose an algorithm that combines majorization-
minimization (MM) with semidefinite relaxation (SDR)
techniques to jointly optimize the beamforming matrix
and the reflecting coefficients in an alternating manner.
Specifically, the intractable objective function is firstly
approximated by a bi-linear function following the MM
framework. Then, the quartic objective function and
constraints are transformed into quadratic expressions
of the auxiliary variable and the SDR method is utilized
to solve this problem. Besides, the initial point of the
alternative optimization (AO) algorithm is constructed
to obtain a high-quality solution. Moreover, we provide
a sufficient condition to ensure the feasibility of the
formulated problem.

3) After making some simplifications, we first derive the
scaling order of the radar SINR in the active RIS-aided
sensing systems. Subsequently, we delve into the case
where the number of reflecting elements is moder-
ate, and explore the optimal transmit power allocation
between the active RIS and the radar. Additionally,
we discuss the practical deployment strategies for the
active RIS with respect to (w.r.t.) its position between
the radar and the target.

4) Simulation results validate the potential of the active
RIS in improving the performance of the ISAC sys-
tem. Compared to the passive RIS, the active RIS can
improve the radar SINR by up to 70 dB, since the
multiplicative fading effect is greatly alleviated even
when the transmit power of the active RIS is small.
Besides, to achieve higher radar SINR, the transmit
power allocation between the BS and the active RIS
should be carefully chosen, and deploying the active
RIS in close proximity to the intended target would be
a better strategy.

The remainder of this paper is organized as follows.
In Section II, we present the system model. The radar
SINR maximization problem is formulated in Section III.
An AO-based algorithm is developed to solve this problem
in Section IV. In Section V, we analyze the performance of
the active RIS-aided sensing system. Finally, Sections VI–VIII
show the numerical results, open problems and conclusions,
respectively.

Notations: Boldface lower case and upper case letters denote
vectors, and matrices, respectively. CM×N denotes the set of
M × N complex matrices. X ⪰ 0 means X is a positive
semidefinite matrix. E[·] denotes the expectation operation.
∥x∥2 denotes the 2-norm of vector x. The operation vec(A)
denotes the vectorization of the matrix A. X ⊗ Y, and

Fig. 1. An active RIS-aided ISAC system.

X⊙Y denote the Kronecker product and Hadamard product
between X and Y, respectively. ∥X∥F and Tr (X) denote
the Frobenius norm and trace operation of X, respectively.
∇fx (x) denotes the gradient of function f w.r.t. the vector x.
0 denotes the zero vector and IN denotes the N ×N identity
matrix. CN (0, I) represents a circularly symmetric complex
Gaussian random vector following the distribution with zero
mean and unit variance matrix. [x]m denotes the m-th element
of vector x and [X]p:q,m:n denotes a matrix consisting of the p-
th to the q-th rows and the m-th to the n-th columns of matrix
X. Diag(x) denotes a diagonal matrix that has the entries of
vector x placed along its main diagonal, and diag(X) denotes
a vector composed of the main diagonal elements of matrix
X. (·)T, (·)∗, and (·)H denote the transpose, conjugate, and
Hermitian operators, respectively.

II. SYSTEM MODEL

We consider an active RIS-aided DFRC system shown
in Fig. 1, which consists of an active RIS, a radar target,
communication users, and a DFRC BS. The DFRC BS is
equipped with M antennas, which are used to transmit com-
munication symbols to K single-antenna users and transmit
radar probing waveforms to the surrounding target. The direct
link between the DFRC BS and the target is assumed to be
blocked,1 so establishing strong virtual LoS links between
them is necessary. To improve the channel condition, a build-
ing’s facade is equipped with an active RIS consisting of N
reflecting elements. For the active RIS, each reflecting element
is connected to one power amplifier, and thus the active RIS
can not only tune the phase shift of the incident signal but
also amplify it.

1We adopt this assumption to streamline the subsequent derivation and
emphasize the necessity of deploying the active RIS. When the direct link
between the target and the BS is non-negligible, the received signal at the
DFRC BS becomes more intricate, which contains the direct BS-Target-BS,
BS-Target-RIS-BS, and BS-RIS-Target-BS links, etc. Nonetheless, the primary
challenge in addressing the aforementioned problem, such as the intractable
radar SINR and the optimization of quartic function, aligns with the focus of
our discussion, rendering our proposed algorithm still viable.
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A. Transmission Signal

The transmit signal at the DFRC BS is expressed as

x = Wrs + Wcc

= [Wr , Wc ][ sT, cT ]T = Wx̂, (1)

where s ∈ CM×1 denotes the radar signal and c ∈ CK×1

denotes the transmission symbol intended to K users. Addi-
tionally, Wr = [wr,1,wr,2, · · · ,wr,M ] ∈ CM×M and Wc =
[wc,1,wc,2, · · · ,wc,K ] ∈ CM×K represent the beamforming
matrices for radar and communication, respectively. Here
W ∈ CM×(M+K) denotes the equivalent DFRC transmit
beamforming matrix. We assume that the radar signal is gener-
ated by pseudo-random coding, which satisfies E [s] = 0 and
E
[
ssH
]

= IM [8]. We also assume that the transmit symbol c
satisfies CN (0, IK), and the radar and communication signals
are mutually uncorrelated. Thus, the transmit signal covariance
matrix is given by

R = E
[
xxH

]
= WWH = WrWH

r +
K∑

k=1

Rk, (2)

where the rank-1 matrix Rk is introduced by Rk ≜ wc,kwH
c,k.

B. Channel Model

Let us define G ∈ CN×M , h1,k ∈ CN×1 and h2,k ∈ CM×1

as the channel between the DFRC BS and the active RIS, the
channel between the active RIS and the k-th user equipment
(UE), and the channel between the DFRC BS and the k-th
UE, respectively. We assume that the channel state information
(CSI) of the above channels is perfectly known at the DFRC
BS by applying the effective channel estimation methods [36].

We consider a general urban micro-cellular (UMi) scenario,
and the large-scale path loss for communication links βc can
be modeled as

βc[dB] = 10α log10

(
ds

d0

)
+ β + 10γ log10

(
f

f0

)
+ χABG

σ ,

(3)

where α and γ are coefficients showing the dependence of path
loss on distance and frequency, respectively, and β represents
an optimized offset value for path loss in decibels. The
symbol ds denotes the transmitter-receiver separation distance
in meters, while f indicates the carrier frequency in GHz.
Here, d0 = 1 m and f0 = 1 GHz are the reference distance
and reference frequency, respectively. The shadow fading (SF)
standard deviation, χABG

σ , describes the large-scale signal
fluctuations about the mean path loss over distance. A compre-
hensive list of these parameters can be found in [37, Table 1].

Since the communication users are typically located on the
ground with densely surrounded scatters, Rayleigh channel
models are adopted for both h1,k and h2,k. The Rician channel
model is used for the BS-RIS channel G, which encompasses
both the non-LoS (NLoS) Rayleigh fading component GNLoS

and the LoS component GLoS. The NLoS fading component
GNLoS can be expressed as GNLoS ∼ CN (0,ΣR ⊗ ΣB),
where ΣB ⪰ 0 and ΣR ⪰ 0 denote the spatial correlation
matrices with unit diagonal elements at the DFRC BS and

the active RIS for channel GNLoS, respectively. The LoS
component GLoS is determined by the DoAs of the active RIS
θ2 and the angles-of-departure (AoDs) of the BS θ1, which is
given by

GLoS = a2 (θ2)aH
1 (θ1) . (4)

Vectors a1 (θ1) and a2 (θ2) are respectively the array response
vectors of the BS antennas as well as the RIS, which are
mathematically formulated as

a1(θ1) = [1, e−j2πdBS
sin(θ1)

λ , . . ., e−j2πdBS(M−1)
sin(θ1)

λ ]T,

a2(θ2) = [1, e−j2πdRIS
sin(θ2)

λ , . . ., e−j2πdRIS(N−1)
sin(θ2)

λ ]T,
(5)

where λ represents the wavelength of the carrier wave, dBS

and dRIS denote the antenna spacing distance of the BS and the
spacing between the adjacent reflecting elements of the active
RIS, respectively. For simplicity, we set dBS = dRIS = λ

2 .
Assuming that the spatial extent of the target is relatively

small, the incident signal is reflected only by the point target.
Thus, the target response matrix between the RIS and the target
can be denoted by A = βra3 (θ3)aH

3 (θ3) ∈ CN×N , where
θ3 is the DoA w.r.t. the active RIS, and the steering vector
a3 (θ3) is defined similarly as those in (5). The amplitude of
the complex coefficient β̃r, characterizing the multiplicative
fading of the RIS-target-RIS channel, is modeled using the
radar range equation for evaluation. If the target can be
regarded as a single scatter object, and various additional loss
and gain factors are ignored for simplicity, the received power
Pr at the radar can be calculated using the following equation:

Pr =
PtG

2λ2S

(4π)3R4
, (6)

where Pt and G represent the transmit power and the antenna
gain of radar, respectively. Parameter S represents the radar
cross section (RCS) of the target, and R denotes the distance
between the radar and the target. Since the active RIS can be
regarded as a monostatic multiple-input and multiple-output
(MIMO) radar, the path loss of the RIS-target-RIS link βr can
be modeled as

βr = |β̃r| =

√
λ2S

(4π)3R4
. (7)

C. Active RIS Model

Different from the passive RIS, which only comprises a
multitude of passive elements, the active RIS is outfitted with
active reflection-type amplifiers on each of its constituent
elements. Thus, the active RIS can further amplify the reflected
signal, resulting in an enhanced performance for sensing and
communication tasks. The reflecting coefficient matrix of the
active RIS is denoted by Φ = Diag([v1, · · · , vn, · · · , vN ]),
and the power amplification gain |vn|2, n = 1, 2, · · · , N
should be less than the maximum power amplification gain
aRIS. However, owing to the adoption of active components,
the thermal noise and the power consumption of the active RIS
are non-negligible compared to those of the passive RIS. In the
considered scenario, the RIS first reflects the transmit signal
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from the BS to communication users and the target. Then, the
echo signal reflected by the target is reflected by the RIS to
the BS. By neglecting the static noise like in [29], the first
and second reflected signals can be respectively expressed as

yr
1 = ΦGx + Φv1, (8)

yr
2 = ΦHAΦGx + ΦHAΦv1 + ΦHv2. (9)

Vectors v1 and v2 denote the additive white Gaussian noise
(AWGN) at the active RIS, which follow the same distribution
of CN

(
0, σ2IN

)
with the noise power of σ2, respectively.

Denote PRIS by the maximum RIS transmit power, the trans-
mit power constraint of the active RIS is given by

E
[
∥yr

1∥
2
2 + ∥yr

2∥
2
2

]
≤ PRIS. (10)

By substituting (8) and (9) into (10), we have

Tr(ΦHAΦGRGHΦHAHΦ) + σ2Tr(ΦHAΦΦHAHΦ)

+ Tr(ΦGRGHΦH) + 2σ2Tr(ΦΦH) ≤ PRIS. (11)

III. PROBLEM FORMULATION

A. Radar Performance Metric

In sensing tasks, the received echo signals at the DFRC
BS encompass the thermal noise originating from both the
active RIS and the DFRC BS, along with the signal transmitted
through the BS-RIS-BS link and the BS-RIS-Target-RIS-BS
link. Given that the echo signal from the BS-RIS-BS link lacks
any pertinent information about the target, it can be considered
as interference with the target sensing. Thus, the received radar
signal at the DFRC BS can be expressed as

ỹr = GH(yr
1 + yr

2) + zr

= GHΦHAΦGx + GHΦHAΦv1 + GHΦv1

+ GHΦHv2 + GHΦGx︸ ︷︷ ︸
Interference echo

+zr, (12)

where zr denotes the AWGN at the DFRC BS, which follows
the distribution of CN

(
0, σ2

r IM

)
with the noise power of σ2

r .
Since the interference term GHΦGx is known at the DFRC
BS, after adopting effective self-interference (SI) cancellation
techniques, the received radar signal is given by

yr = GHΦHAΦGx + GHΦHAΦv1 + GHΦv1

+ GHΦHv2 + ηGHΦGx + zr, (13)

where η denotes the SI coefficient after mitigation. Defining
B ≜ GHΦHAΦG ∈ CM×M and C ≜ GHΦHAΦ ∈
CM×N , the radar SINR can be formulated as [18] and [38]2

SINR = Tr(BRBHJ−1). (14)

2The SINR is an essential performance metric of radar sensing [39], inti-
mately linked with the pairwise Kullback-Leibler (KL) divergences between
the densities of observations under the two alternative hypotheses. In light of
the potential degradation of sensing performance resulting from thermal noise
and interference from the active RIS, we use the radar SINR as a performance
metric. Besides, the beampattern is evaluated in the simulation section to
further assess the radar sensing performance.

The interference-plus-noise covariance matrix J is given by

J = D + EREH, (15)

where D ≜ σ2(GHΦΦHAΦG + GHΦHAΦΦHG) +
σ2CCH + 2σ2GHΦHΦG + σ2

r IM is the equivalent noise
covariance matrix and E = ηGHΦG.

B. Communication Performance Metric

For communication tasks, the signal transmitted from the
BS to the user passes through two paths: the BS-UE direct
link and the BS-RIS-UE link. As a result, the signal received
by the k-th user can be represented as:

yc,k = hH
1,kΦGx + hH

1,kΦv1 + hH
2,kx + zk, (16)

where zk is the AWGN with variance of σ2
z . The SINR of the

k-th user can be expressed as

SINRk =
hH

k Rkhk

hH
k (R−Rk)hk + σ2hH

1,kΦΦHh1,k + σ2
z

, (17)

where hH
k ≜ hH

1,kΦG+hH
2,k can be regarded as the equivalent

channel between the BS and the k-th user.

C. Optimization Problem

In this work, we aim to maximize the received radar SINR
at the DFRC BS by jointly optimizing the beamforming matrix
W at the BS and the reflecting coefficient matrix Φ at the RIS.
Accordingly, the problem is formulated as

max
W,Φ

SINR (18a)

s.t. SINRk ≥ ξ, k = 1, · · · ,K, (18b)
Tr (R) ≤ PBS, (18c)

E
[
∥yr

1∥
2
2 + ∥yr

2∥
2
2

]
≤ PRIS, (18d)

|vn|2 ≤ aRIS, n = 1, · · · , N, (18e)

where PBS denotes the maximum transmit power and ξ is the
required SINR for all communication users.

The resolution of Problem (18) poses several challenges,
primarily due to the presence of the quartic objective function
(14) and quartic constraint (18d). Additionally, the coupled
optimization variables and the nonconvex constraint (18b)
further aggravate the challenge.

IV. PROPOSED SOLVER VIA MM ALGORITHM

This section aims to address the aforementioned difficulties
by initially reformulating the objective function into a more
tractable form. Subsequently, we employ the AO method
to solve the reformulated problem. In particular, the opti-
mization of beamforming matrices is accomplished by using
an MM-semidefinite programming (SDP) algorithm, whereas
the reflecting coefficients are optimized by reformulating the
problem as a sum of square form (SOS) expression and then
solving it through the SDR algorithm.
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A. Reformulation of the Objective Function

We employ the MM algorithm [40] as a means of resolving
Problem (18). The main idea of the MM algorithm is to devise
a sequence of tractable approximate subproblems to tackle
the non-convex problem. Specifically, assuming that f(t) is
the original objective function that needs to be maximized,
the surrogate function f̃(t|ti) to lower bound the objective
function at the i-th iteration should satisfy the following
conditions:

1) f̃(ti|ti) = f(ti);
2) ∇tf̃(t|ti)|t=ti

= ∇tf(t)|t=ti
;

3) f̃(t|ti) ≤ f(t).
Based on the MM framework, we obtain the lower bound
of the objective function by the first-order Taylor expansion,
which is shown in Lemma 1.

Lemma 1: The radar SINR in (14) can be minorized by the
surrogate function at the i-th iteration given by

Tr
(
XHJ−1X

)
≥ 2 Re(Tr

(
XH

i J−1
i X

)
)

− Tr
(
J−1

i XiXH
i J−1

i J
)
, (19)

where Xi = BiWi denotes the auxiluary matrix X = BW
at the i-th iteration, and Ji denotes the interference-plus-noise
covariance matrix J at the i-th iteration, respectively.

Proof: Please refer to Appendix A. ■
Next, we will introduce an iterative methodology that uses

Lemma 1 to solve the problem. Given the strong correla-
tion between the optimization variables W and Φ, the AO
algorithm has been employed in the forthcoming research.

B. Optimize W

Within this subsection, we undertake the optimization of
the beamforming matrix W, keeping the reflecting coefficient
matrix Φ constant. By using Lemma 1, the surrogate objective
function at the i-th iteration is

f(W|Wi) = 2Re(Tr
(
WH

i BHJ−1
i BW

)
)

− Tr
(
J−1

i BRiBHJ−1
i J

)
. (20)

Next, the transmit power constraint of the active RIS in (18d)
can be rewritten as∥∥ΦHAΦGW

∥∥2

F
+ ∥ΦGW∥2F ≤ e, (21)

where the constant e is given by e ≜ PRIS − 2σ2Tr(ΦΦH)−
σ2Tr(ΦHAΦΦHAHΦ).

The QoS constraints of the communication UEs in (18b)
can be equivalently transformed as

(1 + ξ−1)hH
k wM+kwH

M+khk ≥ hH
k Rhk + dk,

k = 1, 2, · · · ,K, (22)

where dk ≜ σ2hH
1,kΦΦHh1,k + σ2

z is a constant independent
of W. The nonconvex constraint (22) is a difference-of-convex
(DC) programming problem that can be solved via the succes-
sive convex approximation (SCA) effectively. Combining with
(20) and (21), the equivalent subproblem corresponding to the
beamforming matrix W is rewritten as

max
W

f(W|Wi) (23a)

s.t. (1 + ξ−1)(2 Re(hH
k wM+k,iwH

M+khk)

− hH
k wM+k,iwH

M+k,ihk)

≥ hH
k Rhk + dk, k = 1, 2, · · · ,K, (23b)

(21), (18c). (23c)

The convexity of the aforementioned problem can be verified,
thereby rendering it an SDP problem amenable to resolution
through CVX tools [41].

The convergence of the MM algorithm is affected by the
initial point, so we propose a scheme to find an initial point
that is a feasible point of Problem (23). Inspired by [8],
we first construct a feasibility problem corresponding to Rk

and R, then the feasible initial point W0 can be obtained by
decomposing Rk and R. In particular, the feasible problem is
formulated as follows

find R,Rk, k=1,...,K (24a)

s.t. (18c), (21) (24b)

(1 + ξ−1)hH
k Rkhk ≥ hH

k Rhk + dk, (24c)

Rank(Rk) = 1, R ⪰ 0, Rk ⪰ 0, (24d)

R−
K∑

k=1

Rk ⪰ 0, k = 1, . . . ,K. (24e)

By dropping the rank-one constraints (24d), the relaxed prob-
lem is convex and can be solved via CVX. Denoting R̃ and R̃k

as a feasible solution of the relaxed Problem (24), we can con-
struct a beamforming matrix Ŵc = [ŵc,1, ŵc,2, · · · , ŵc,K ] as
follows:

ŵc,k =
R̃khk√
hH

k R̃khk

, R̂k = ŵc,kŵH
c,k, k = 1, · · · ,K, (25)

and a beamforming matrix Ŵr = [ŵr,1, ŵr,2, · · · , ŵr,N ]
using the Cholesky decomposition as

ŴrŴH
r = R̃−

K∑
k=1

R̂k. (26)

In the following, we prove that (25) and (26) are feasible
solutions for Problem (24). It can be seen that constraints
(24b) and (24d) hold obviously with the solutions, then we
only need to check constraints (24c) and (24e).

Constraint (24c) holds with R̂k since hH
k R̂khk = hH

k R̃khk.
For constraint (24e), according to the Cauchy-Schwarz
inequality, for any u ∈ CM×1, we have(

hH
k R̃khk

)(
uHR̃ku

)
=
∥∥∥R̃ 1

2
k hk

∥∥∥2

2

∥∥∥uHR̃
1
2
k

∥∥∥2

2

≥
∣∣∣uHR̃khk

∣∣∣2 , (27)

which further leads to

uH
(
R̃k − R̂k

)
u = uHR̃ku−

(
hH

k R̃khk

)−1 ∣∣∣uHR̃khk

∣∣∣2
≥ 0. (28)
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Since R̂−
∑K

k=1 R̃k ⪰ 0 , we have

R̂−
K∑

k=1

R̂k = R̃−
K∑

k=1

R̃k +
K∑

k=1

(
R̃k − R̂k

)
⪰ 0. (29)

Therefore, it is demonstrated that the constructed solution
ŵc,k and Ŵr are feasible solution to Problem (24). Besides,
to achieve a better converged solution, we propose a transfor-
mation of Problem (24) by replacing the QoS constraints (24c)
with a tighter constraint. Specifically, we use the constraint
hH

k (1 + ξ−1
2 )Rkhk ≥ hH

k Rhk + dk instead of (24c), where
ξ2 is larger than ξ. Under tighter QoS constraints, the BS
is encouraged to prioritize directing its energy towards the
communication users during the optimization of BS beam-
forming matrices. Subsequently, as we proceed to optimize
the reflecting coefficient matrix of the active RIS, it becomes
easier to meet the communication QoS requirements. This,
in turn, enables the active RIS to effectively allocate the
energy it receives towards the sensing target. Hence, this
transformation is expected to lead to a better solution for
Problem (24).

In the following, we provide a sufficient condition that
Problem (24) is feasible by considering a simplified system
design. In the simplified system design, the active RIS solely
amplifies the received signal while preserving its original
direction. This is achieved by setting the reflecting coefficient
matrix of the RIS as Φ = ρI, where ρ is a real value.
Based on the above settings, the term dk is reformulated as
d̃k = hH

1,kh1,kρ
2σ2 + σ2

z , and the equivalent communication
channel for the k-th UE h̃k is expressed as h̃k = h2,k +
ρGh1,k. We also construct the equivalent communication
channel matrix H̃ as H̃ = [h̃1, · · · , h̃K ].

Lemma 2: Problem (24) is feasible if there exists ρ that
satisfies the following conditions:

1) Rank(H̃) = K,
2) Tr(Diag ([d̃1, · · · , d̃K ])(H̃HH̃)−1) ≤ PBS

ξ ,
3) 1 ≤ ρ ≤ √aRIS,
4) ρ4∥AGW⋆∥2F + ρ2∥GW⋆∥2F + ρ4σ2 Tr(AAH) +

2ρ2σ2 ≤ PRIS,
where

W⋆ =
√
ξDiag ([d̃1, · · · , d̃K ])

1
2 H̃(H̃HH̃)−1. (30)

Proof: Please refer to Appendix B. ■

C. Optimize Φ

In this subsection, we optimize the reflecting coefficient
matrix Φ when the beamforming matrix W is fixed. It is
observed that both the transmit power of the active RIS (18d)
and the radar SINR (18a) contain the quartic function of the
reflecting coefficients Φ. In general, addressing this type of
optimization problem can be quite challenging. To tackle this
issue, we restructure the quartic functions into the SOS form.
Subsequently, we employ the SDR algorithm to convert this
high-order optimization problem into a quadratic optimization
problem. Let v = [v1, . . . , vN ]H denote the collection of the
conjunction of the diagonal elements of Φ. Upon introducing
an auxiliary variable t with t2 = 1, we create a vector

v = [vH, t∗]H, and its corresponding covariance matrix is
defined as V = vvH.

In the following, we convert the objective function and
constraints in (18) into linear and quadratic forms of V, and
then we solve the problem using the SDR algorithm.

1) Radar SINR Metric: By using Lemma 1, we obtain the
lower bound of the radar SINR at the i-th iteration as

Tr
(
BRBHJ−1

)
≥ 2 Re(Tr

(
BRBH

i J−1
i

)
)

− Tr
(
J−1

i BiRBH
i J−1

i J
)
. (31)

Using property Tr
(
AHB

)
= (vec(A))H(vec(B)), the first

term on the right hand side of (31) is reformulated as

Tr
(
BRBH

i J−1
i

)
= Tr

(
ΦHAΦGRBH

i J−1
i GH

)
= vec(ΦAΦH)H vec(GRBH

i J−1
i GH). (32)

Since Φ is a diagonal matrix, we have

ΦAΦH = A⊙ vvH = A⊙ [V]1:N,1:N . (33)

According to [42, Eq. (1.11.15)], one obtains

vec(ΦHAHΦ) = vec(AH ⊙ [V]1:N,1:N )

= vec(AH)⊙ vec([V]1:N,1:N )

= Diag(vec(AH)) vec([V]1:N,1:N ). (34)

By defining v̂ ≜ vec([V]1:N,1:N ) and n1 ≜
Diag(vec(AH))H vec(GRBH

i J−1
i GH), (32) can be rewritten

as

Tr
(
BRBH

i J−1
i

)
= vec([V]1:M,1:M )H Diag(vec(AH))H

× vec(GRBH
i J−1

i GH) = v̂Hn1. (35)

Based on the above derivations, we transform the quadratic
function of Φ into a linear function of V.

Defining Ti ≜ J−1
i BiRBH

i J−1
i ⪰ 0 , we have

Tr
(
J−1

i BiRBH
i J−1

i J
)

= Tr(TiJ)

= σ2 Tr(TiCCH) + ηTr(TiGHΦGRGHΦHG)

+2σ2 Tr(TiGHΦHΦG)+2σ2 Re(Tr(TiGHΦΦHAΦG))

+ σ2
r Tr(Ti)︸ ︷︷ ︸

const

. (36)

By using the equality Tr(QPSK) =(
vec
(
KT
))T (

ST ⊗Q
)
vec(P), the first term in (36)

can be transformed as

σ2Tr
(
TiGHΦHAΦΦHAHΦG

)
= σ2Tr

(
GTiGHΦHAΦINΦHAHΦ

)
= σ2 vec

(
ΦHAΦ

)H (
IN ⊗

(
GTiGH

))
vec
(
ΦHAΦ

)
= σ2 vec([V]1:N,1:N )H Diag(vec(AH))H

(
IN ⊗

(
GTiGH

))
×Diag(vec(AH)) vec([V]1:N,1:N ). (37)

It can be verified that the matrix IN ⊗
(
GTiGH

)
is a

positive semidefinite matrix. For a positive semidefinite matrix,
we apply the Cholesky decomposition as IN ⊗

(
GTiGH

)
=
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L1LH
1 . Thus, we define M1 ≜ σL1 Diag(vec(AH)), and (37)

is now transformed into a quadratic function of V:

σ2Tr
(
TiGHΦHAΦΦHAHΦG

)
= ∥M1v̂∥22. (38)

The second term of (36) can be reformulated as:

ηTr
(
TiGHΦGRGHΦHG

)
= η(vec(GRGH))H vec(ΦHGTiGHΦ)

= η(vec(GRGH))H Diag(vec(GTiGH)) vec([V]1:N,1:N )

≜ nH
2 v̂, (39)

where nH
2 = η(vec(GRGH))H Diag(vec(GTiGH)). Note

that for the diagonal matrix ΦΦH, we have

ΦΦH = Diag
(
diag

(
[V]1:N,1:N

))
≜ V̂, (40)

hence, the third term of (36) can be rewritten as

2σ2Tr
(
TiGHΦHΦG

)
= 2σ2Tr

(
TiGHV̂G

)
.

(41)

Note that the fourth term of (36) is a cubic function of
v, which can not directly transformed into a function of V.
We approximate it according to the following Lemma:

Lemma 3: Define Ki and Li as the matrix K and L at the
i-th iteration, we have

2 Re(Tr(KLH)) ≤ ∥Li∥F

∥Ki∥F
Tr(KKH) +

∥Ki∥F

∥Li∥F
Tr(LLH).

(42)

Proof: This inequality can be obtained by expanding the

expression
∥∥∥√ ∥Li∥F

∥Ki∥F
K−

√
∥Ki∥F

∥Li∥F
L
∥∥∥2

F
≥ 0. ■

According to Lemma 3 and the MM framework, the fourth
term of (36) can be upper bounded by

2σ2 Re(Tr(TiGHΦΦHAΦG))

≤ σ2

(
α2∥GTiGHΦ∥2F +

1
α2
∥ΦHAΦ∥2F

)
, (43)

where α2 = ∥ΦH
i AΦi∥F

∥GTiGHΦi∥F
.

By adopting the same method in (37) and (39), the right
hand side of (43) can be written as

σ2

(
α2∥GTiGHΦ∥2F +

1
α2
∥ΦHAΦ∥2F

)
= Tr(KiV̂) + ∥M2v̂∥22, (44)

where Ki ≜ σ2α2GTiGHGTiGH, and M2 ≜
σ
α Diag(vec(AH)).

Combining (34), (38), (39), (41) and (44) together, the
overall radar SINR expression can then be transformed into

SINR = 2Re(v̂Hn1)− ∥M1v̂∥22 − nH
2 v̂

− 2σ2Tr
(
TiGHV̂G

)
− ∥M2v̂∥22 − Tr(KiV̂).

(45)

2) Active RIS Transmit Power Constraint: In the following,
we transform the transmit power of the active RIS in (18d)
into a quadratic function of V. The first term of (18d) can be
expressed as

Tr(ΦHAΦGRGHΦHAHΦ) ≜ ∥M3v̂∥22, (46)

where M3 = L2 Diag(vec(AH)) and the positive semidefinite
matrix IN ⊗

(
GRGH

)
= L2LH

2 . The second term of (11) can
be expressed as

σ2Tr(ΦHAΦΦHAHΦ) ≜ ∥M4v̂∥22, (47)

where M4 = σDiag(vec(AH)). The rest terms of (11) can
be expressed as

Tr(ΦGRGHΦH) = Tr(GRGHV̂), (48)

and

Tr(ΦHΦ) = Tr(V̂). (49)

Therefore, the active RIS transmit power constraint can be
expressed as

∥M3v̂∥22+∥M4v̂∥22+Tr(GRGHV̂)+2σ2 Tr(V̂)−PRIS≤0.
(50)

3) Communication Metric and Power Amplification Gain
Constraint: Defining Hk = [GH Diag (h1,k) , h2,k]H, the
equivalent channel between the BS and UE k can be writ-
ten as hH

k = vHHk. Besides, the remaining term dk can
be formulated as dk = hH

1,k Tr(V̂)h1,kσ
2 + σ2

z . Thus, the
communication QoS constraints can be formulated as

(1 + ξ−1) Tr(R2,kV)− Tr(R1,kV)

≥ σ2 Tr(V̂h1,khH
1,k)) + σ2

z , k = 1, · · · ,K, (51)

where R1,k and R2,k are defined as R1,k ≜ HkRHH
k and

R2,k ≜ HkRkHH
k , respectively.

Finally, the power amplification gain constraint of the active
RIS |vn|2 ≤ aRIS, n = 1, · · · , N, can be formulated as

[diag(V)]n ≤ aRIS, n = 1, 2, · · · , N. (52)

4) Problem Reformulation and the Proposed Algorithm:
Following the aforementioned transformation, the active RIS
reflecting coefficients optimization problem can be reformu-
lated as:

max
V

(45) (53a)

s.t. (50), (51), (52), (53b)

[diag(V)]N+1 = 1, (53c)

Rank(V) = 1. (53d)

Recall that V̂ = Diag
(
diag

(
[V]1:N,1:N

))
and v̂ =

vec([V]1:N,1:N ) are affine functions of the optimization vari-
able V, which will not affect the curvature. The overall
problem can be regarded as an SDP problem when constraint
(53d) is relaxed. After the solution to the relaxed problem
V

⋆
is obtained using CVX tools, we apply the Gaussian

randomization method or eigenvalue decomposition method
to construct the rank-one solution v⋆.

The details of the proposed algorithm for solving Problem
(18) is summarized in Algorithm 1.
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Algorithm 1 Joint Beamforming for the Active RIS-Aided
ISAC System

Input: The maximum iteration time for the beamforming
matrix optimization tmax

1 , the maximum iteration time for
the reflecting coefficient matrix optimization tmax

2 , the max-
imum iteration time for the AO tmax.

1: Set t = 0, generate a random reflecting coefficient v0.
2: Drop the rank-one constraint and obtain a feasible solution

of the relaxed Problem (24) R̃k and R̃ via CVX.
3: Calculate the beamforming vector ŵc,k and matrix

Ŵr according to (25) and (26), and set W0 =
[Ŵr, ŵc,1, ŵc,2, . . . . . . , ŵc,K ].

4: Repeat
5: Set t1 = 0, and W0 = Wt.
6: Repeat
7: Obtain Wt1+1 by solving (23) with given Wt1 .
8: t1 = t1 + 1.
9: Until t1 = tmax

1

10: Set t2 = 0, and v0 = vt.
11: Repeat
12: Obtain vt2+1 by solving Problem (53) with fixed vt2 .

13: t2 = t2 + 1.
14: Until t2 = tmax

2

15: Wt = Wt1 , vt = vt2 , and t = t+ 1.
16: Until t = tmax

D. Computational Complexity of the Proposed Algorithm

The computational complexity of solving Problem (23) and
Problem (53) mainly lies in the interior point method and is
given by [43]

O


 J∑

j=1

kj +2m

1/2

︸ ︷︷ ︸
Iteration Complexity

n(n2+n
J∑

j=1

k2
j +

J∑
j=1

k3
j︸ ︷︷ ︸

due to LMI

+
m∑

i=1

a2
i︸ ︷︷ ︸

due to SOC

)

 ,

(54)

where n denotes the number of variables, J denotes the
number of the linear matrix inequality (LMI) constraints, kj

is the dimension of the j-th LMI constraint, m denotes the
number of the second-order cone (SOC) constraints, and ai is
the dimension of the i-th SOC constraint.

For Problem (23), the number of the variables is
n1 = M(M + K), and it contains 3 SOC con-
straints of size M(M + K) and K SOC constraints
with the size M . We ignore the constant value, and
the approximate computation complexity is given by
of = O

(
(2K)1/2

n1(n2
1 + (M(M +K))2) +Km2

)
=

O
(
K3.5M6

)
. Similarly, the approximate computational com-

plexity of solving Problem (53) is given by oe = O
(
K1.5N6

)
.

Given that the number of reflecting elements N significantly
exceeds the number of antennas M , the main computational
complexity lies in optimizing the reflecting coefficients of
the RIS. Defining tmax as the number of iterations of the

AO algorithm, tmax
1 as the number of iterations of beam-

forming matrix optimization, and tmax
2 as the number of

iterations of reflecting coefficient matrix optimization, the pro-
posed algorithm’s computational complexity, is tmax(tmax

1 of +
tmax
2 oe).

Remarks: It is worth noting that the existing studies on
active RIS also exhibit a similar level of complexity [34].
Besides, the algorithm in [35] may not guarantee a consistently
increasing and convergence performance when optimizing the
sensing capability w.r.t. the number of iterations.

V. PERFORMANCE ANALYSIS OF THE RADAR SINR IN
ACTIVE RIS-AIDED SENSING SYSTEMS

In the preceding sections, we focused on configuring W and
Φ through the development of the algorithm. Now, we shift
our attention to examining the impact of several key factors on
the radar SINR. Specifically, we investigate how the number
of reflecting elements in the active RIS, the transmit power
allocation between the DFRC BS and the active RIS, and the
deployment of the active RIS influence the radar SINR.

A. Simplified System Setting

We consider a single antenna radar with the aid of an active
RIS equipped with N elements, which only performs sensing
function. The transmit power of the radar is given by Pt. The
LoS channel is considered to characterize the channel between
the single antenna radar and the active RIS, i.e., g = ga2(θ2),
where g is the distance-dependent path loss factor of g.
Unlike the previously mentioned models, where each reflecting
element has an individual amplitude, we assume that the active
RIS is equipped with a shared amplifier. Consequently, the
reflecting coefficients matrix Φ is represented as Φ = ϱΨ,
with Ψ = Diag ([ψ1, · · · , ψn, · · · , ψN ]) satisfying the equal-
ity |ψi| = 1 for i = 1, · · · , N , and the power amplification
gain ϱ2 should no greater than aRIS = 40 dB.

We assume that the radar is located at (0, 0), the active
RIS is located at (x, d), and the sensing target is located at
(D, 0). As for a realistic scenario, we assume the distance
between the DFRC BS and the active RIS is not very small,
i.e., g2 ≤ −70 dB, and the round-trip path loss of the RIS-
Target-RIS link β2

r is no less than −120 dB. We also assume
that the noise of the active RIS and the DFRC BS has the
same noise power σ2

r = σ2 = −100 dBm.
Under the simplified system setting, the radar SINR in (14)

reduces to

SINR =
Ptϱ

4|gHΨHAΨg|2

σ2
r + ϱ4σ2∥gHΨHAΨ∥22 + 2ϱ2σ2∥gHΨ∥22 + g1

=
Ptϱ

4f4

σ2
r + ϱ4σ2∥f

√
βraH

3 (θ3)Ψ∥22 + 2ϱ2σ2∥gHΨ∥22 + g1

=
Ptϱ

4f4

σ2
r + ϱ4σ2f2∥

√
βraH

3 (θ3)∥22 + 2ϱ2σ2∥gH∥22 + g1

=
Ptϱ

4f4

σ2
r + ϱ4σ2f2Nβr + 2ϱ2σ2Ng2 + g1

, (55)

where g1 ≜ 2ϱ3 Re(σ2gHΨΨHAΨg)+η2ϱ2Pt|gHΨg|2, and
f ≜ |

√
βrgHΨHa3(θ3)|.
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The transmit power constraint in (11) can be written as:

Ptϱ
4Tr(AΨggHΨHAH) + σ2ϱ4∥A∥2F + Ptϱ

2∥g∥22 + 2σ2ϱ2

= Ptϱ
4f2∥

√
βra3(θ3)∥22 + σ2ϱ4∥A∥2F + Ptϱ

2∥g∥22 + 2σ2ϱ2

= Ptϱ
4f2Nβr + σ2ϱ4N2β2

r + Ptϱ
2Ng2 + 2σ2ϱ2

≤ PRIS. (56)

In most cases, the power of the reflected signal is much
higher than the power of the introduced thermal noise at the
active RIS. The transmit power constraint can be simplified as
Ptϱ

4f2Nβr + Ptϱ
2Ng2 ≤ PRIS.

Thus, the optimization problem in the simplified system can
be formulated as

max
ϱ,f2

Ptϱ
4f4

σ2
r + ϱ4σ2f2Nβr + 2ϱ2σ2Ng2 + g1

(57a)

s.t. ϱ2 ≤ aRIS, (57b)

Ptϱ
4f2Nβr + Ptϱ

2Ng2 ≤ PRIS. (57c)

The optimization variables f2 and ϱ respectively represent the
beamforming gain and the power amplification gain induced
by the active RIS. It is imperative that at least one of the
inequality constraints (57b) or (57c) is transformed into an
equality constraint to maximize the SINR. This observation
leads us to consider two cases: a) the transmit power budget
of the active RIS is insufficient, i.e., Ptϱ

4f2Nβr+Ptϱ
2Ng2 =

PRIS, and b) the power amplification gain is limited, i.e., ϱ2 =
aRIS.

B. Power Scaling Law Analysis

Since Problem (57) is still challenging to solve, we cannot
directly obtain the asymptotic radar SINR. An alternative
solution is to consider some approximation of the radar SINR.
Specifically, we first derive the scaling order of both the lower
bound and the upper bound of the radar SINR, then the scaling
order of the radar SINR can be obtained according to the
Sandwich Theorem.

Lemma 4: By only considering the thermal noise intro-
duced by the first reflected signal, the upper bound of the
radar SINR is given by

SINR ≤ SINRup ≜
Ptϱ

4f4

ϱ4σ2f2Nβr
=

Ptf
2

σ2Nβr
, (58)

which has a scaling order of O (N).
Proof: SINRup is a monotonically increasing function w.r.t.

the beamforming gain f2. Hence, we can always obtain
the maximum beamforming gain while decreasing the power
amplification gain to make sure constraint (57b) and (57c) are
satisfied. The maximum f2 = N2g2βr can be achieved by

ψn = arg {[a3(θ3)]n} − arg {[g]n} ,∀n. (59)

Thus, by letting N → ∞, we can conclude that the upper
bound of the radar SINR has a scaling order of O (N). ■

When the number of the reflecting elements is large,
a narrow beam is generated, the interference term

|gHΨg|2 becomes negligible. Thus, we have

g1 = 2ϱ3 Re(σ2gHΨΨHAΨg) + η2ϱ2Pt|gHΨg|2

≈ 2ϱ3 Re(σ2gHΨΨHAΨg)

< 2ϱ3σ2|gHa3(θ3)|Nβrg < 2ϱ3σ2N2βrg
2 ≜ g2.

(60)

Lemma 5: The radar SINR can be lower bounded by

SINR ≥ Ptϱ
4f4

σ2
r + ϱ4σ2f2Nβr + 2ϱ2σ2Ng2 + g2

≥ Ptϱ
4N4g4β2

r

σ2
r + ϱ4σ2N2g2β2

rN + 2ϱ2σ2Ng2 + g2

≜ SINRlow, (61)

and the scaling order of SINRlow is O (N).
Proof: If the power amplification gain is a constant, i.e.,

ϱ2 = aRIS, by letting N → ∞, the lower bound of the radar
SINR has a scaling order of O (N).

When the transmit power of the active RIS is insufficient,
the power amplification gain can be obtained by using the
binary search algorithm according to (57c). With a large
number of reflecting elements, it becomes evident that the
transmit power constraint can be further approximated as

Ptϱ
4N3β2

r g
2 ≤ PRIS. (62)

This assumption holds true when the condition N2ϱ2β2
r > 1 is

satisfied, which implies that the number of reflecting elements
N should be greater than 104.

By substituting (62) into (61), it can be demonstrated that
the lower bound also exhibits a scaling order of O (N). ■

By integrating Lemma 4 and Lemma 5, and subsequently
applying the Sandwich Theorem, we can determine the scaling
order of the radar SINR, as detailed in the ensuing Theorem:

Theorem 1: For the active RIS-aided sensing systems, the
radar SINR increases with N as N →∞ according to

lim
N→∞

log2 SINR
log2N

= 1. (63)

Remarks: Theorem 1 shows that although the signal is
reflected by the active RIS twice, the radar SINR only
increases with a scaling order of N , as in the active RIS-aided
communication systems [30]. The scaling order can be intu-
itively explained as follows. The transmit sensing signal has
experienced four-hop path loss, which in return, results in
a scaling order of O

(
N4
)
. However, as indicated in the

denominator of (58), the noise induced by the first reflected
signal also experiences three-hop path loss, leading to a scaling
order of O

(
N3
)
.

C. Transmit Power Allocation for a Moderate Number of
Reflecting Elements

In the realistic scenario, the number of the reflecting ele-
ments for the active RIS may not be infinitely large. It is hard
for the amplification gain as well as the beamforming gain to
fully compensate for the round-trip path loss of the RIS-Target-
RIS link. When the number of the reflecting elements is 16
[44], the power of the second reflected signal is much smaller
than the power of the first reflected signal, Ptϱ

4N3β2
r g

2 ≈

Authorized licensed use limited to: Southeast University. Downloaded on March 18,2024 at 23:25:36 UTC from IEEE Xplore.  Restrictions apply. 



1588 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 72, NO. 3, MARCH 2024

10−6Ptϱ
2Ng2. The transmit power constraint of the active

RIS in (57c) can be simplified as

Ptϱ
2Ng2 ≤ PRIS. (64)

Similarly, the thermal noise introduced by the first reflected
signal is much smaller than that introduced by the second
reflected signal, i.e., ϱ4σ2N3g2β2

r ≪ 2ϱ2σ2Ng2.
In the active RIS systems, we need to further discuss how to

allocate the transmit power budget between the radar and the
active RIS with a fixed total power budget, i.e., PRIS+Pt ≤ C.
Note that it is hard to derive the close-form solution of the
radar SINR, we approximate the radar SINR by ignoring the
term g1. In that way, the radar SINR can be approximated as

SINR ≈ Ptϱ
4f4

σ2
r + ϱ4σ2f2Nβr + 2ϱ2σ2Ng2

≈ Ptϱ
4N4g4β2

r

σ2
r + 2ϱ2σ2Ng2

≜ SINRapp. (65)

The transmit power allocation problem can be formulated
as follows:

max
Pt,PRIS,ϱ

SINRapp (66a)

s.t. (64), (57b), (66b)

PRIS + Pt ≤ C. (66c)

Lemma 6: If PtaRISNg
2 ≥ C, the optimal transmit power

of the active RIS P ∗RIS satisfies P ∗RIS → C. Otherwise,
the optimal transmit power allocation should follow (C −
P ∗RIS)aRISNg

2 = P ∗RIS.
Proof: If PtaRISNg

2 ≥ C, it means that ϱ2 < aRIS and
the transmit power constraint of the active RIS (64) is tight.
By substituting (64) into (66a), we have

SINRapp =
Ptϱ

4N4g4β2
r

σ2
r + 2ϱ2σ2Ng2

=
P 2

RISN
2β2

r

Ptσ2
r + 2σ2PRIS

, (67)

which indicates that it is better to allocate the transmit power
to the active RIS rather than the radar.

If PtaRISNg
2 < C, allocating all the transmit power to

the active RIS becomes infeasible owing to the limited power
amplification gain ϱ2 = aRIS. The optimal transmit power
allocation can be achieved when both (64) and (57b) are
tight. If more power budget is allocated to the active RIS,
i.e., PRIS > P ∗RIS, constraint (64) and equation (67) no longer
hold with equality, while the radar SINR decreases due to the
decrease of Pt. ■

Remarks: Drawing on the insights from Lemma 6,
we underscore the pivotal role of fully exploiting the power
amplification potential of the active RIS. The rationale behind
this is that the active RIS can amplify the signal twice while
only consuming the transmit power for the first reflected
signal. To be specific, the power amplification gain ϱ2 exhibits
a linear relationship with PRIS, given the negligible signal
power of the second reflected signal. Consequently, the power
of the received signal is a quadratic function of the power
amplification gain ϱ2 and a linear function of Pt, thereby
warranting a more substantial allocation of transmit power to
the active RIS.

Fig. 2. The simulation system setup.

D. Active RIS Deployment Strategy for a Moderate Number
of Reflecting Elements

For a moderate number of reflecting elements, the transmit
power constraint of the active RIS and the radar SINR can be
approximated as indicated in (64) and (65), respectively.

If PtaRISNg
2 ≥ PRIS, it follows that ϱ2 < aRIS and the

transmit power constraint of the active RIS is tight. In such
a scenario, SINRapp is a monotonically increasing function
of the path loss of the RIS-target-RIS link β2

r and irrelevant
to the path loss between the DFRC BS and the active RIS
g according to equation (67). Thus, it is better to deploy the
active RIS near the target with limited transmit power.

If PtaRISNg
2 < PRIS, we have ϱ2 = aRIS. However,

it is still hard to discuss the optimal deployment strategy
w.r.t. SINRapp. For a constrained power amplification and a
moderate number of reflecting elements, it can be verified that
2aRISσ

2Ng2 ≪ σ2
r , indicating that the impact of the distance

on the denominator of the radar SINR can be considered
negligible. Thus, we only discuss the radar SNR without
considering the AWGN introduced by the active RIS:

SNR ≜
Ptϱ

4N4g4β2
r

σ2
r

∝ (d2 + x2)−αRIS(d2 + (D − x)2)−αTG ,

∝ x−2αRIS((D − x))−2αTG , when d≪ min(x,D − x).
(68)

The path loss exponent for the BS-RIS link αRIS and
RIS-Target link αTG are set to be 2.2 and 2, respectively,
as indicated in equations (3) and (7).

Thus, when the power amplification gain is tightly con-
strained by (57b), the radar SINR first decreases and then
increases as x increases and achieves its minimum value when
x∗ = αRIS

αRIS+αTG
D, which is similar to the findings in the

passive RIS-aided communication systems [45].

VI. SIMULATION RESULTS

In this section, simulation results are provided to illustrate
the efficiency of the proposed RIS-aided ISAC systems. It is
assumed that the BS is equipped with M = 4 antennas and
communicates with two single-antenna UEs while sensing
the target at the same time. Unless stated otherwise, we
set the simulation parameters as follows. The BS, the RIS, and
the target are located at (0, 0), (30 m, 5 m), and (60 m, 0),
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Fig. 3. Convergence behaviors.

respectively. We assume that the coordinates of two UEs are
generated uniformly and randomly in a circle region centered
at (10 m, 30 m) with a radius of 10 m. The maximum power
amplification gain aRIS is assumed to be 40 dB, and the
number of reflection elements at the active RIS is N = 16.
The communication SINR threshold is set to ξ = 10 dB,
and the SINR threshold to generate the initial point of the
AO algorithm is set to ξ2 = 30 dB. We set the carrier
frequency of the system as 2.7 GHz and the RCS of the
target as 1 m2. We also assume that the SI coefficient is given
by η = 0.1 [46], the channel bandwidth is 10 MHz, and the
noise at the DFRC BS, UEs, and the active RIS has the same
noise power density of −174 dBm/Hz [31]. In the simulation,
the results are obtained by averaging over 100 independent
channel realizations.

To fully evaluate the active RIS-aided ISAC system, we con-
sider the following benchmark scenario. We denote ‘DFRC’
as the considered scenario in (18). The ‘Sens. only’ represents
the system only performs the sensing function without QoS
constraints. For the ‘Pas. RIS’ scenario, we consider a passive
RIS-aided ISAC system. Specifically, the thermal noise and
the transmit power constraint of the RIS do not exist while
the unit modulus constraint of the reflecting coefficients is
considered. The corresponding problem is solved by using the
simplified Algorithm 1.

A. Convergence Behavior With Different Levels of SI

In this subsection, we evaluate the convergence of the
proposed algorithm under different SI coefficients, as shown
in Fig. 3. When the interference from the BS-RIS-BS link is
perfectly eliminated in the DFRC system (i.e., η = 0), there
is a performance gain of approximately 4 dB compared to the
case when the BS does not operate with SI cancellation, (i.e.,
η = 1). Additionally, we observe that the proposed algorithm
requires more outer-layer iterations to converge when the
interference is not effectively eliminated in the DFRC system.
These findings reveal that without effective SI cancellation, the
interference introduced by the active RIS can have a significant
impact on the interference covariance matrix. Consequently,
this affects the tightness of the matrix inverse approximation
used in Lemma 1 during the outer-layer iterations.

B. Performance Evaluation of the Active RIS-Aided Sensing
Systems

In Fig. 4, we evaluate the performance of active RIS-aided
sensing systems under two scenarios: when only the power
amplification constraint ‘ϱ2 = aRIS’ is imposed or the transmit
power budget constraint is also taken into consideration. The
transmit power of the BS is set to Pt = 1 W, and the SI
coefficient is set to η = −30 dB. As depicted in Fig. 4,
when the number of reflecting elements is moderate, irre-
spective of whether the transmit power budget is considered,
the approximation of the radar SINR SINRapp and radar
SNR shares a similar performance of the actual value of
the radar SINR. This suggests that the conclusions drawn in
Section V-C and Section V-D are applicable to most cases.
Moreover, we observe that the radar SINR under the constraint
‘ϱ2 = aRIS’ shows similar performance as both constraints
are considered for N ≤ 240. This means all the reflecting
elements are operating at their maximum amplification until
N ≥ 240, and then the transmit power budget of the active RIS
becomes insufficient. Let us consider a large number of the
reflecting elements, i.e., N > 103. When the transmit power
constraint is imposed, the transmit power budget of the active
RIS is set to PRIS = 1 W and the optimal power amplification
gain ϱ2 is obtained by applying the binary search algorithm.
Notably, in both scenarios, both the upper and lower bounds
of the radar SINR, as well as the radar SINR itself, scale with
the number of elements N .

C. Active RIS and Passive RIS Comparison

Fig. 5 compares the radar SINR performance versus the
number of RIS elements. Both the hardware power consump-
tion and the transmit power of the passive and active RIS-aided
ISAC systems are taken into consideration. The overall power
budget of both the active RIS, denoted as Qact, and the passive
RIS, denoted as Qpas, can be respectively expressed as

Qact = PBS + PRIS +N (PSW + PDC) ,

Qpas = P pas
BS +NPSW, (69)

where P pas
BS denotes the transmit power of BS for the passive

RIS-aided ISAC system, PSW = −5 dBm denotes the power
consumed by the phase control in each element of the RIS
and PDC = −10 dBm denotes the direct-current (DC) power
consumption in each RIS element [31]. In the considered
scheme, an active RIS is employed with a transmit power of
PRIS = 0.1 W, while the remaining power is allocated to
the BS after accounting for hardware power consumption. For
the passive RIS-aided systems, since it consumes only a small
amount of circuit power, correspondingly more transmit power
is allocated to the BS to enhance the system’s performance.
As depicted in Fig. 5, the sensing performances of both active
and passive RISs improve as the number of RIS elements
increases. Furthermore, increasing the number of the RIS
reflecting elements can obtain a higher performance gain than
increasing the number of antennas. Finally, when the number
of RIS elements is N = 36, the active RIS outperforms the
passive RISs with Qpas = 1 W and Qpas = 100 W by
approximately 70 dB and 50 dB, respectively.
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Fig. 4. Approximate radar SINR versus the number of RIS elements N .

Fig. 5. Radar SINR versus the number of RIS elements N .

Fig. 6. Radar SINR versus the transmit power budget of the active RIS.

D. Power Allocation Among BS and Active RIS

In Fig. 6, we investigate the transmit power allocation
between the BS and the active RIS by fixing Qact = 1 W and
varying PRIS w.r.t. different numbers of the RIS elements.
We first investigate the case where the amplification gain
constraint is not considered. In this scenario, we find that it is
advantageous to allocate more transmit power to the active RIS
as discussed in Section V-C. For the active RIS-aided ISAC
systems subject to the power amplification gain constraint,
the radar SINR initially improves with an increase in the
RIS transmit power, but then begins to deteriorate as PRIS

exceeds 0.05 W. This behavior arises due to the fact that most
of the reflecting elements operate at their maximum power
amplification gain when PRIS > 0.05 W. Consequently, the

Fig. 7. Radar SINR versus the location of the RIS x.

Fig. 8. CDF of the transmit power of the active RIS.

transmit power of the active RIS does not increase as the
transmit power budget of the active RIS increases. Instead,
the radar SINR decreases due to the reduction in the transmit
power at the DFRC BS. Furthermore, increasing the number
of reflecting elements enhances the radar SINR regardless of
whether the amplification gain constraint is considered or not.

E. Deployment of the Active RIS

Fig. 7 illustrates our investigation of how the deployment
of both passive and active RISs affects the radar SINR.
As discussed in Section V-D, when the power amplification
gain is not taken into account, the radar SINR is monotonically
increasing w.r.t. x. When the power amplification gain is
considered, the radar SINR first decreases and then increases
as x increases and approximately achieves its minimum value
when x = 30 m, exhibiting a similar performance trend as
the passive RIS. Besides, as the location of the active RIS x
increases, the performance gap between the active RIS with
and without a constrained power amplification gain becomes
more pronounced. When there is the power amplification
gain constraint, as the distance between the BS and the RIS
increases, the achievable transmit power on the active RIS
becomes smaller. On the other hand, when not considering
power amplification gain, the transmit power on the active
RIS is always equal to the maximum transmission power of
the active RIS. Therefore, the difference in the transmit power
and the radar SINR between the two scenarios becomes larger
as the distance increases.
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Fig. 9. Radar SINR under channel uncertainty δ.

Fig. 10. Sum rate under channel uncertainty δ.

Notably, we observe that the performance gap between the
active RIS with a constrained power amplification gain and
different transmit power budgets (as indicated in ‘Act. RIS,
PRIS = 0.01 W, aRIS = 40 dB’ and ‘Act. RIS, PRIS = 0.1 W,
aRIS = 40 dB’) diminishes as the RIS approaches the target
location. Particularly, when the RIS is situated near the target
at x = 50 m, the active RIS with a maximum transmit power of
0.01 W demonstrates similar performance to that of the active
RIS with a maximum transmit power of 0.1 W. To elucidate
this result, we examine the cumulative distribution function
(CDF) of the achievable transmit power consumption of the
active RIS at various locations when the RIS operates with
its maximum power amplification gain of aRIS = 40 dB and
is supplied with PRIS = 0.1 W. As depicted in Fig. 8, it is
evident that in all cases, the transmit power remains below
PRIS = 0.1 W. At x = 50 m, the transmit power of the active
RIS is approximately 0.01 W, providing an explanation for the
similar performance of the PRIS = 0.1 W and PRIS = 0.01
W when the active RIS is located near the target.

In summary, we conclude that both the transmit power bud-
get and the power amplification gain constraint significantly
influence the deployment strategy. Generally, deploying the
active RIS in proximity to the target location proves to be an
optimal solution, as it yields higher radar SINR and potentially
lower transmit power consumption at the active RIS.

F. Radar SINR and Sum Rate With Imperfect CSI

For the passive RIS systems, it is typically sufficient to
have the knowledge of the CSI of the cascaded channels for
transceiver and RIS phase shift design. However, in the case of
active RIS systems, the individual CSI of the BS-RIS channel
G, and the RIS-UE channel h1,k are required to calculate
the RIS transmit power in (10), the communication SINR in
(17), and the radar SINR in (14) [47]. It is challenging to
estimate the individual CSI due to the lack of signal processing
capability at the active RISs. To show the robustness of the
proposed scheme, we consider a benchmark containing the
estimation error of G and h1,k. The bounded CSI error model
is adopted and given by

G = Ĝ +△G and h1,k = ĥ1,k +△h1,k. (70)

Here, Ĝ and ĥ1,k represent the estimated CSI known at the
BS, while △G and △h1,k represent the unknown estimation
errors satisfying the conditions ∥△G∥F ≤ δ ∥G∥F and
∥△h1,k∥2 ≤ δ ∥h1,k∥2, respectively. δ ∈ [0, 1) accounts for
the relative amount of CSI uncertainties.

As shown in Fig. 9, the radar SINR is monotonically
decreasing as the level of channel uncertainty increases. When
compared to the ‘Sens. only’ scheme, the DFRC scheme
experiences a more pronounced performance deterioration due
to the allocation of less power towards the active RIS. With
a reduced power reception at the active RIS, the impact
of channel uncertainty on the radar SINR becomes more
significant.

It is important to note that, in the presence of channel
uncertainty, the tightness of the communication QoS constraint
may be affected. To further investigate this issue, we present
the achievable sum rate as a function of channel uncertainty
in Fig. 10. Specifically, we compare the sum rate under partial
channel uncertainty, which was presented in (70), with the case
of full channel uncertainty, where the bounded error model is
also applied to the direct link between the BS and the UE h2,k

[43]. It is observed that when the channel between the BS
and UE is also imperfect, there is a significant decrease in the
sum rate of the two communicating UEs. These findings reveal
that, under equal path loss exponents for the direct link and the
cascaded channel, considering the amplification gain constraint
of the active RIS, the direct channel holds a dominant influence
on the cascaded RIS link.

G. Beampattern of the Proposed Scheme

Fig. 11 presents a comparison of the normalized sensing
beampattern for different numbers of reflecting elements of the
active RIS. The beampattern gain from the active RIS towards
angle θ is defined as

P(θ) ≜ E
[∣∣aH

3 (θ)ΦGx
∣∣2]

= aH
3 (θ)ΦGRGHΦHa3(θ). (71)

As observed in Fig.11, increasing the number of reflecting
elements in the active RIS can enhance the performance
and result in a narrower beam. However, in scenarios with
inaccurate estimation of the angle between the active RIS and
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Fig. 11. Beampattern of the proposed scheme.

the target, particularly in high mobility scenarios, this can also
lead to a larger performance degradation.

VII. PRACTICAL ISSUES AND OPEN PROBLEMS

In the aforementioned sections of this paper, several ideal
assumptions are adopted for the sake of simplicity. In the
following, we briefly introduce several practical issues that
may warrant further attention in future research.

A. Active RIS Architectures and Wideband Scenarios

Apart from the active RIS architecture adopted in our
work, several alternative active RIS architectures with lower
cost/power consumption or additional functionalities have
been proposed in the recent literature [48], [49]. In [48],
an alternative active RIS architecture utilizing two single
passive RISs and a power amplifier was introduced, while
the authors of [49] proposed a novel double-faced active
(DFA)-RIS structure that may ensure a full space coverage
simultaneously.

Additionally, the existing literature mainly focused on the
investigation of active RISs with narrowband signals, which
however cannot be extended to the wideband active RIS-aided
system. Since the amplitudes and phase shifts of reflected
signal change with different frequencies of incident signals
[50]. Further research is needed to explore the different models
and performance characteristics of the active RIS-aided ISAC
systems in wideband scenarios.

B. Advanced Signal Processing Techniques

Since the active RIS does not contain a complete radio
frequency (RF) chain or any sensors, there are several chal-
lenging issues related to signal processing at the DFRC BS.
For instance, accurate CSI acquisition of individual active
RIS-aided channels at the BS is more challenging than the
passive RIS-aided systems. Furthermore, effectively mitigating
interference and establishing full duplex technologies in active
RIS-aided ISAC systems presents intriguing technical hurdles
[51]. Additionally, dynamically configuring the reflecting coef-
ficients of the active RIS to accurately track moving targets
is an exciting and complex task that demands innovative
solutions.

VIII. CONCLUSION

In this paper, we studied an active RIS-aided ISAC system
with a four-hop sensing link. Specifically, we addressed the
radar SINR maximization problem by jointly optimizing the
beamforming matrix at the DFRC BS and the reflecting
coefficient matrix at the active RIS, while guaranteeing the
transmit power constraints of the BS and the active RIS and
QoS constraints of communication UEs. To tackle the opti-
mization problem, the MM algorithm was applied to address
the nonconvex radar SINR objective function, and the resulting
quartic MSR problem was solved by developing an SDR-
based approach. In the following, we analyzed a simplified
active RIS-aided sensing system. With an increasing number of
reflecting elements N , the radar SINR exhibits a scaling order
of N . When the number of reflecting elements is moderate, the
transmit power of the active RIS should be chosen carefully
to achieve a high radar SINR while operating within the
same power budget. Furthermore, in the proposed scenario,
deploying the active RIS in close proximity to the intended
target would be a more optimal strategy. Our simulation
results verified the aforementioned results and revealed that
the implementation of an active RIS can significantly alleviate
the detrimental multiplicative fading impact within a four-hop
sensing link compared to a passive RIS configuration. Overall,
our study offered insights into the joint design of an active
RIS-aided ISAC system with a four-hop sensing link and
highlighted the potential advantages of integrating the active
RIS in future wireless communication and sensing systems.

APPENDIX A
PROOF FOR LEMMA 1

Although the original problem is not a convex function of
W or Φ, we define X = BW, and it can be verified that the
expression g(X,X∗,J) = Tr

(
XHJ−1X

)
is jointly convex of

{X,J}. For the convex function g(X,X∗,J), linearlizing g
at X = Xi yields the following inequality:

g(X,X∗,J) ≥ g(Xi,X∗
i ,Ji)+Tr

( ∂g

∂X

∣∣∣∣
Xi

)T

(X−Xi)


+ Tr

( ∂g

∂X∗

∣∣∣∣
X∗

i

)T

(X∗ −X∗
i )


+ Tr

( ∂g

∂J

∣∣∣∣
Ji

)T

(J− Ji)

 . (A.1)

According to [42], we obtain the following first-order
derivatives:

∂

∂X
Tr(J−1XXH) = J−TX∗, (A.2)

∂

∂X∗ Tr
(
XXHJ−1

)
= J−1X, (A.3)

∂

∂J
Tr
(
XHJ−1X

)
= −

(
J−1XXHJ−1

)T
. (A.4)
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By substituting (A.2)-(A.4) into (A.1), the lower bound can
be obtained as

Tr
(
XHJ−1X

)
≥ 2 Re(Tr

(
XH

i J−1
i X

)
)

− Tr
(
J−1

i XiXH
i J−1

i J
)
. (A.5)

By using the above derivations, we prove that the sur-
rogate function satisfies the lower bound Condition 3 in
Section IV-A, and also satisfies Condition 1 and Condition
2. Hence, the proof is completed.

APPENDIX B
PROOF FOR LEMMA 2

Given that Rank(H̃) = K, matrix H̃HH̃ is invertible.
The feasible solution is attained through constructing the
beamforming matrix W⋆ as

W⋆ =
√
ξDiag ([d̃1, · · · , d̃K ])

1
2 H̃(H̃HH̃)−1. (B.1)

By using this type of zero-forcing (ZF) beamforming method,
it can be verified that |hH

k w⋆
k|2 = ∥hH

k W⋆∥22 = ξdk, thus
the QoS constraints (24c) are satisfied. The transmit power
constraint of the BS and the active RIS can be respectively
given by

ξTr(Diag ([d̃1, · · · , d̃K ])(H̃HH̃)−1) ≤ Pt, (B.2)

ρ4∥AGW⋆∥2F + ρ2∥GW⋆∥2F + ρ22σ2

+ ρ4σ2 Tr(AAH) ≤ PRIS. (B.3)

Thus, we conclude that if there exists ρ that satisfies the
conditions in Section IV-B, Problem (24) is feasible. Hence,
the proof is completed.
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