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Abstract—Integrated sensing and communication (ISAC) tech-
nology has been considered as one of the key candidate
technologies in the next-generation wireless communication
systems. However, when radar and communication equipment
coexist in the same system, i.e., radar-communication coexistence
(RCC), the interference from communication systems to radar
can be large and cannot be ignored. Recently, reconfigurable
intelligent surface (RIS) has been introduced into RCC systems
to reduce the interference. However, the “multiplicative fading”
effect introduced by passive RIS limits its performance. To tackle
this issue, we consider a double active RIS-assisted RCC system,
which focuses on the design of the radar’s beamforming vector
and the active RISs’ reflecting coefficient matrices, to maximize
the achievable data rate of the communication system. The
considered system needs to meet the radar detection constraint
and the power budgets at the radar and the RISs. Since the
problem is non-convex, we propose an algorithm based on
the penalty dual decomposition (PDD) framework. Specifically,
we initially introduce auxiliary variables to reformulate the
coupled variables into equation constraints and incorporate these
constraints into the objective function through the PDD frame-
work. Then, we decouple the equivalent problem into several
subproblems by invoking the block coordinate descent (BCD)
method. Furthermore, we employ the Lagrange dual method to
alternately optimize these subproblems. Simulation results verify
the effectiveness of the proposed algorithm. Furthermore, the
results also show that under the same power budget, deploying
double active RISs in RCC systems can achieve higher data rate
than those with single active RIS and double passive RISs.
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I. INTRODUCTION

NEXT-GENERATION wireless communication systems
are expected to provide 100 times higher connection

density compared with the fifth generation (5G) wireless
communication system to support diverse communication sce-
narios [1]. However, the existence of a large number of devices
aggravates the demand for wireless spectrum resources. To
satisfy the demand, integrated sensing and communication
(ISAC) technology has been advocated to share the frequency
bandwidth with radar systems [2], [3]. Specifically, this tech-
nology can integrate the communication system and radar
system by sharing frequency band resources, transmission
waveforms, and hardware platforms. Therefore, ISAC can
effectively reduce the hardware cost and improve the spectral
and energy efficiencies.

There are two main implementation approaches for
ISAC [4]: the radar-communication coexistence (RCC) system
and the dual-functional radar and communication (DFRC)
system. For the former, the hardware parts of the radar and
the communication system are separate [5], while for the
latter the hardware parts of the radar and the communication
system are integrated [4]. Compared with DFRC systems,
RCC systems typically refrain from altering the existing
hardware structure and only consider the design of resource
allocation strategies. With this in mind, RCC systems have
attracted considerable interest [6]. However, the interference
between radar and communication equipment can seriously
degrade the achievable data rate of the communication system
due to the coexistence. Recently, many researchers have made
extensive contributions on the RCC systems to reduce the
interference between communication systems and radar. By
negotiating the spectrum use, the authors of [7] proposed
the idea of cooperation between radar and communication
systems to mitigate mutual interference while fulfilling power
and rate constraints. In addition, the authors of [8] proposed
an optimization algorithm based on the gradient projection
method to solve the power minimization problem by exploiting
the constructive multiuser interference.
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Recently, some works have deployed reconfigurable intel-
ligent surface (RIS) in RCC systems to increase the
degrees-of-freedom (DoFs) for designing the transmission
strategy. Specifically, RISs are programmable meta-surfaces
comprising multiple passive reflecting elements, each of which
introduces a tunable phase shift to the incident signal. By
controlling these reflecting elements, the signals reaching the
intended receiver can be enhanced, while those reaching the
unintended receiver can be suppressed [9], [10]. Therefore,
RISs are endowed with the ability to customize the wireless
channel and thus enhance the signal transmission, which
enables its extensive application in wireless communica-
tions [11], [12]. Inspired by this, some researchers have
already introduced the RIS into RCC systems to eliminate
the interference between the communication systems and the
radar [13], [14], [15]. The authors of [13] first proposed the
concept of deploying single RIS in RCC systems for enhancing
the detection probability of radar. In [14], the authors jointly
designed the phase shift matrix of RIS and the precoding of
base station (BS) with maximizing the communication data
rate, which effectively reduces the interference between the
communication system and the radar. Unlike the single RIS-
assisted RCC system considered in [13] and [14], the authors
of [15] deployed two RISs in RCC systems to eliminate
the interference between radar and communication systems,
which demonstrates that due to the RIS cooperation gain,
deploying double RISs in RCC systems leads to better system
performance than that of single RIS.

However, the gain of passive RIS is limited due to the fact
that the signal reflected through the RIS suffers from double
pathloss, resulting in severe attenuation at the receiver. This
effect is called “multiplicative fading” [16], [17]. Fortunately,
the concept of active RIS is proposed to overcome these lim-
itations introduced by passive RIS [18], [19], [20]. Different
from passive RIS, active RIS is equipped with an integrated
active amplifier on each reflective element to compensate
for signal attenuation, so that the gain of RIS can be fully
unleashed. Additionally, the authors of [21] demonstrated that
the active RIS could still improve the system performance
compared to the passive RIS under the same power budget.
Motivated by this, researchers have introduced active RIS
into DFRC systems [22], [23], [24]. In [22], an active RIS
was deployed in DFRC systems to enhance radar sensing
performance and communication quality. Simulation results
of [22] demonstrated the advantages of deploying active RIS
in DFRC systems compared to passive RIS. The authors
of [23] focused on an active RIS assisted DFRC system
in the scenario of cloud radio access network (C-RAN) to
generate some reflected beams directed from active RIS to
the targets which were located in the non-line-of-sight area
of remote radio heads (RRHs). Moreover, in [24], active
RIS was applied to improve physical layer security in DFRC
systems. These literature validated the superiority of active
RIS over passive RIS in DFRC systems. However, the above
works only focused on DFRC scenarios with a single active
RIS. To the best of the authors’ knowledge, the active RIS-
aided RCC systems have not been studied, which is also an

important application scenario for ISAC. Besides, considering
the promising cooperative gain between double active RISs,
the investigation of double active RIS-aided RCC systems is
of significant importance and it is expected to achieve superior
performance.

Therefore, in this paper, we investigate a double active RIS-
assisted RCC system. Due to the presence of active RIS,
the amplification of thermal noise and the power constraints
of active RIS need to be considered, which means that
the methods proposed by [13] and [15] cannot be directly
applied. Meanwhile, the deployment of double RISs also
introduces non-trivial challenges for the beamforming design.
To tackle these challenges, we propose a low-complexity
algorithm to solve the formulated optimization problem.
The main contributions of this paper are summarized as
follows:

1) To the best of our knowledge, this is the first attempt
to investigate double active RIS-assisted RCC systems.
By optimizing the radar’s beamforming vector and the
active RISs’ reflecting coefficient matrices, we formulate
the optimization problem that maximizes the achievable
data rate of the communication system subject to the
radar detection constraint and the power budgets at the
radar and the RISs.

2) Then, we propose a low complexity algorithm based
on the penalty dual decomposition (PDD) framework,
which transforms the original problem into a more
tractable form. In the inner loop, the problem can
be divided into several subproblems using the block
coordinate descent (BCD) method and each subproblem
can be solved by using the Lagrange dual method.
In the external loop, the dual and penalty parameters
are updated. By utilizing our proposed low-complexity
algorithm, the computational speed for identifying the
optimal solution can be significantly enhanced.

3) To draw more insights, we derive a two-loop algorithm
based on the PDD framework for the double passive
RIS-assisted RCC system as a benchmark scheme.
Different from active RIS, passive RIS introduces a
unit-modulus constraint. To tackle this issue with low
complexity, we use the Minorize-Maximization (MM)
algorithm to optimize the phase shift matrix of passive
RIS.

4) Finally, our simulation results reveal the advantages
of the proposed scheme. We demonstrate that double
active RISs can achieve much higher data rate than
single active RIS and double passive RISs under the
same power budget and the same number of reflecting
elements. In addition, we verify the convergence and
effectiveness of the proposed algorithm.

The remainder of this paper is organized as follows. In
Section II, we present the system model and formulate the
achievable data rate maximization problem. In Section III, a
PDD-based algorithm is proposed to solve this problem. In
Section IV, a benchmark algorithm based on passive RIS is
derived. Finally, Sections V and VI provide the numerical
results and conclusions, respectively.
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Fig. 1. Double active RIS-assisted radar-communication coexistence system.

Notations: In this paper, lowercase, boldface lowercase,
and boldface uppercase letters are used to represent scalars,
vectors and matrices, respectively. I and 0 denote an identity
matrix and an all-zero vector, respectively. C

M×N denotes
the complex matrix whose dimension is M × N. E{·} denotes
the operation of expectation. diag(·) denotes the operation
of diagonalization. Also, blkdiag(·) denotes a block diagonal
matrix. |a| and Re(a) denote the absolute value, the real value
of the complex number a. ‖a‖2 is the 2-norm of vector a. For
matrix A, Tr( A ) and ‖A‖F denote the trace operation of A
and Frobenius norm of A, respectively. For two matrices A and
B, A� B is used to denote the Hadamard product. CN (0, I)
denotes a vector that follows a normal distribution with zero
mean and unit covariance matrix. The conjugate, transpose and
Hermitian operators are represented by (·)∗, (·)T and (·)H,
respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a double active
RIS-assisted RCC system,1 which consists of a pair of single-
antenna BS and single-antenna user (UE) and a multiple-input
multiple-output (MIMO) radar with M antennas, which can
detect point-like targets in K directions within one detection
epoch. Additionally, two active RISs named as active RIS 1
and active RIS 2 are deployed in this system. Without loss of
generality, we assume that the active RIS 1 and active RIS 2
are equipped with N1 and N2 reflecting elements, respectively.

1We assume that the BS, radar and two RISs are all connected to the
same central controller, which provides the channel state information (CSI).
The required CSI can be obtained by some efficient channel estimation
algorithms [25], [26].

A. Radar Model

We assume that the radar mainly detects potential targets in
some directions. The K directions during one detection epoch
are given by {θk}, ∀k ∈ K � {1, 2, . . . ,K}. T is used to
represent the pulse repetition interval (PRI). In addition, we
assume that the probing signal is transmitted by radar at time
t, and the echo signal is received from the targets at time
t0. Therefore, the probing signal transmitted by radar can be
expressed as

x[t ] =

{
wk sk , t = (k − 1)T , ∀k ∈ K,
0, t �= (k − 1)T , ∀k ∈ K.

(1)

where sk and wk ∈ C
M×1 denote the radar sensing sym-

bols and the transmitting beamforming vector for direction
θk , ∀k ∈ K, respectively. Specifically, we assume that sk is
an independent Gaussian random symbol with zero mean and
unit signal power, i.e., E[si s∗j ] = 0, i �= j , and E[sk s

∗
k ] = 1.

Let hbr ∈ C
M×1, hb1 ∈ C

N1×1, H1r ∈ C
M×N1 , and

H2r ∈ C
M×N2 denote the wireless channel for BS → radar,

BS → active RIS 1, active RIS 1 → radar, and active RIS2
→ radar, respectively. Specifically, ρi ,ni e

ϕi,ni denotes the
reflecting coefficient of the n-th reflecting element of the i-th
active RIS, where ρi ,ni > 1 and ϕi ,ni ∈ [0, 2π]. Then, the
reflecting coefficient matrix of the i-th active RIS is ΘΘΘi =
diag(φi), where φi � [ρi ,1i e

ϕi,1i , . . . , ρi ,Ni
eϕi,Ni ]T, i ∈

{1, 2}.
The signal received by radar from the target in direction

θk can be expressed as (2), as shown at the bottom of
the page, where Ak � αka(θk )a

H(θk ) ∈ C
M×M is the

target response matrix for the direction θk . αk denotes the
pathloss factor of the target from direction θk and a(θk ) �
[1, ej

2πd
λ

sin θk , . . . , ej
2πd
λ

(M−1) sin θk ]T is the array response
vector of the radar antennas, where d and λ denotes the
antenna spacing and the signal wavelength, respectively.
Moreover, c[t] and Pact

t denote the communication signal
from BS and the transmitted power at BS, n[t] denotes the
thermal noise at the radar, which follows the distributions of
n[t ] ∼ CN (0, σ2IM ). Note that, different from the passive
RIS, the active RIS is equipped with an integrated active
reflection-type amplifier, which is able to amplify the received
signal by consuming additional power [27], [28]. According to
the principle of the amplifier, the thermal noise at the input port
is also amplified, causing interference that cannot be ignored.

yrk [t ] = Akx[t − t0]︸ ︷︷ ︸
Echo signal from the target

+(H1rΘ1 +H2rΘ2H12Θ1)n1[t ] +H2rΘ2n2[t ] + n[t ]︸ ︷︷ ︸
Thermal nosie

+

K∑
m=1,m �=k

Amx[t − t0]

︸ ︷︷ ︸
Interference from other targets

+ (hbr +H1rΘ1hb1 +H2rΘ2hb2 +H2rΘ2H12Θ1hb1)
√
Pact
t c[t ]︸ ︷︷ ︸

Interference from BS to radar

, (2)

SINRr
k =

∣∣dHk Akwk

∣∣2
∑K

m=1,m �=k

∣∣dHk Amwk

∣∣2 + Pact
t

∣∣dHk q
∣∣2 + σ21

∥∥dHk B
∥∥2
2
+ σ22

∥∥dHk C
∥∥2
2
+ σ2

∥∥dHk
∥∥2
2

, (3)
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Furthermore, the received beamforming vector dHk ∈ C
1×M

is used to detect the echo signal from the direction θk . Thus, by
defining the equivalent channel matrices B � H2rΘ2H12Θ1+
H1rΘ1 ∈ C

M×N1 , C � H2rΘ2 ∈ C
M×N2 , and q �

hbr +Bhb1+Chb2 ∈ C
M×1, the radar signal-to-interference-

plus-noise ratio (SINR)2 in terms of the direction θk can be
expressed as (3), as shown at the bottom of the previous page.

B. Communication Model

Let hbu , hb1 ∈ C
N1×1, hb2 ∈ C

N2×1, H12 ∈ C
N2×N1 ,

hH2u ∈ C
1×N2 , hH1u ∈ C

1×N1 denote the wireless channel for
BS → UE, BS → active RIS 1, active RIS 1 → active RIS
2, active RIS 2 → UE, and active RIS 1 → UE, respectively.
Then, the received signal at the user at the time t can be
expressed as (4), as shown at the bottom of next page, where
n0[t ] and ni [t ] are the thermal noise at the user and the i-th
active RIS, respectively, following the distributions of n0[t ] ∼
CN (0, σ20), and ni [t ] ∼ CN (0, σ2i INi

).
Note that, as shown in Fig. 1, the targets of interest are not

located near active RIS since active RIS is usually deployed
on the facade of tall buildings. In addition, when the number
of radar antennas is large, the radar beam is usually narrow,
making it less likely to interfere with the communication
system. Furthermore, the interference from radar to user can
also be reduced using some techniques such as [30], [31].
Therefore, radar interference to users is likely to be small and
will not be considered in this paper.

Based on the above discussions, the communication signal
to noise ratio (SNR) for the user during one detection epoch
can be expressed as (5), as shown at the bottom of next page.
Then, the achievable data rate (bit/s/Hz) is given by

R = log2(1 + SNRc). (6)

Furthermore, since the active RIS is equipped with inte-
grated active amplifiers, the thermal noise on the active RIS
will also be amplified by the same factors as the transmitted
signal. Moreover, the existence of active amplifiers leads
to extra power consumption [18]. Recall that, the reflecting
coefficient matrix of the i-th active RIS is discussed in the last
section, the power constraints of active RIS 1 and active RIS
2 can be expressed as follows

‖Θ1hb1‖22 + σ21‖Θ1‖2F ≤ P1, (7a)

‖Θ2H12Θ1hb1‖22 + ‖Θ2hb2‖22 + σ21‖Θ2H12Θ1‖2F
+ σ22‖Θ2‖2F ≤ P2, (7b)

where P1 and P2 denote the power budgets of active RIS 1
and active RIS 2, respectively.

C. Problem Formulation

In this paper, we aim to maximize the achievable data rate
of the communication system by jointly optimizing the radar

2The SINR commonly serves as a key metric for measuring sensing
performance [22], [29], and is closely associated with the Kullback-Leibler
(KL) divergences. Besides, the interference from the active RIS may degrade
the sensing performance. Therefore, for ease of analysis, we use the SINR to
measure the radar’s sensing performance.

transmit beamforming vector {wk}, radar receive beamform-
ing vector {dk}, and the reflecting coefficient matrices Θ1

and Θ2 of two active RISs while guaranteeing the SINR of
radar for each detecting direction {θk} and power limitation
of radar and two active RISs. Hence, the optimization problem
is formulated as

max
{wk},{dk},

Θ1,Θ2

R (8a)

s.t. SINRr
k ≥ η, ∀k ∈ K, (8b)

K∑
k=1

‖wk‖22 ≤ Pr, (8c)

(7a), (7b),

where η and Pr denote the SINR requirement and the power
budget for the radar, respectively. Constraint (8b) denotes the
minimum SINR requirement to ensure the detection accuracy
of radar. Constraint (8c) guarantees the power budget of radar.

However, the strong couplings among variables wk , dk , Θ1,
and Θ2 and constraint (8b) make Problem (8) particularly
challenging to solve. Therefore, we will develop a low-
complexity algorithm based on PDD framework to solve this
problem in the following section.

III. JOINT BEAMFORMING DESIGN

ALGORITHM FOR ACTIVE RIS

In this section, we first reformulate the original problem into
a more feasible form by using fractional programming (FP)
method. Then, to tackle the coupling of these variables. We
create some equality constraints and integrated into the objec-
tive function by using PDD algorithm. After that, we adopt the
concave-convex procedure (CCP) method to tackle the non-
convex property of the constraints. Finally, the BCD algorithm
is used to divide the problem into several subproblems. Each
subproblem is solved by using the Lagrange dual method.

A. Reformulation of the Original Problem

Notice that the achievable data rate increases as the commu-
nication SNR increases. Therefore, in the following sections,
we can replace the objective function of the original problem,
i.e., R with the communication SNR, i.e., SNRc. Furthermore,
in order to efficiently solve the optimization problem with a
fractional objective function, we introduce an auxiliary x and
apply the quadratic transformation of the FP method [32]. As
a result, we can find a lower bound for SNRc which can be
expressed as

f̃ (Θ1,Θ2, x ) � |x |2(σ2
1

∥
∥
∥h

H
2uΘ2H12Θ1 + hH1uΘ1

∥
∥
∥

2

2

+ σ2
2

∥
∥
∥h

H
2uΘ2

∥
∥
∥

2

2
+ σ2

0)

− 2Re

{

x∗
√

Pact
t

(

hbu + hH1uΘ1hb1

+ hH2uΘ2H12Θ1hb1 + hH2uΘ2hb2

)}

. (9)
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Then, the relationship between SNRc and f (Θ1,Θ2, x ) can
be written as

SNRc = max
x

f̃ (Θ1,Θ2, x ), (10)

where the optimal solution xopt can be represented by (11),
shown at the bottom of the page. Thus, we rewrite Problem (8)
as follows

P1 : min
{wk},{dk},Θ1,

Θ2,x

f̃ (Θ1,Θ2, x ),

s.t. (8b), (8c), (7a), (7b). (12)

However, there is a non-linear coupling of variables in
constraint (8b), which makes Problem (12) difficult to solve.
Therefore, in the following sections, we adopt the PDD
algorithm to tackle this issue.

B. The Penalty Dual Decomposition (PDD) Algorithm for
the Outer Loop

The PDD algorithm is a two-loop iterative algorithm that
can effectively solve non-convex optimization problems, espe-
cially in the case of non-linear coupling of optimization
variables. The inner loop of the PDD algorithm solves the
lagrangian problem, while the outer loop iterates over the
penalty and dual parameters until it converges [33].

According to the Problem (12), non-convexity property of
constraint (8b) and the non-linear couplings between these
variables in constraint cannot directly solve by the existing
methods. Therefore, we adopt the PDD algorithm to solve this
problem. Specifically, we first create some equality constraints.
Then, these equality constraints can be treated as penalty
terms and integrated into objective function by using the PDD
algorithm.

In order to tackle the coupling of variables in constraint (8b),
we introduce the auxiliary variables {uk , vk , yk , ek , tk}, the
equality constraints associated with five auxiliary variables are
as follows

uk − dHk Akwk = 0, ∀k ∈ K, (13a)

vk − dHk q = 0, ∀k ∈ K, (13b)

yk −
K∑

m=1,m �=k

dHk Amwk = 0, ∀k ∈ K, (13c)

eHk − dHk B = 0, ∀k ∈ K, (13d)

tHk − dHk C = 0, ∀k ∈ K. (13e)

Next, we substitute the auxiliary variables into con-
straint (8b). The new constraint (8b) can therefore be written
as

η

(
|yk |2 + Pact

t |vk |2 + σ21

∥∥∥eHk
∥∥∥2
2
+ σ22

∥∥∥tHk
∥∥∥2
2

+ σ2
∥∥∥dHk

∥∥∥2
2

)
− |uk |2 ≤ 0. (14)

After introducing the equality constraints, we can solve
Problem (12) using the PDD framework in the following
section.

Based on the PDD framework, we can construct the follow-
ing new objective function

P2 : min
Ω1

f̃ (Θ1,Θ2, x ) +
1

2ρ

K∑
k=1

∣∣∣uk − dHk Akwk + ρλk ,1

∣∣∣2

+
1

2ρ

K∑
k=1

∣∣∣vk − dHk q+ ρλk ,2

∣∣∣2

+
1

2ρ

K∑
k=1

∣∣∣yk − dHk Amwk + ρλk ,3

∣∣∣2

+
1

2ρ

K∑
k=1

∥∥∥eHk − dHk B+ ρλTk ,e

∥∥∥2
2

+
1

2ρ

K∑
k=1

∥∥∥tHk − dHk C+ ρλTk ,t

∥∥∥2
2
,

s.t. (8c), (7a), (7b), (14), (15)

where ρ is a penalty parameter, and {λk ,1, λk ,2, λk ,3,λTk ,eλTk ,t}
are the dual parameters. ωωω1 � {wk , dk ,Θ1,Θ2, x , uk , vk ,
yk , ek , tk}. Note that, when ρ → 0, the solutions of Problem
P2 are equal to those of Problem P1. Additionally, the
convergence of the PDD algorithm was proved in [33].

yc[t ] =
(
hbu + hH2uΘ2H12Θ1hb1 + hH1uΘ1hb1 + hH2uΘ2hb2

)√
Pact
t c[t ]︸ ︷︷ ︸

Communication signal from BS to user

+
(
hH2uΘ2H12Θ1 + hH1uΘ1

)
n1[t ] + hH2uΘ2n2[t ] + n0[t ]︸ ︷︷ ︸

Thermal noise

+
(
(hH2uΘ2H12 + hH1u )Θ1H

H
1r + hH2uΘ2H

H
2r

)
x[t ]︸ ︷︷ ︸

Interference from radar to user

, (4)

SNRc =
Pact
t

∣∣hbu + hH2uΘ2H12Θ1hb1 + hH1uΘ1hb1 + hH2uΘ2hb2
∣∣2

σ21
∥∥hH2uΘ2H12Θ1 + hH1uΘ1

∥∥2
2
+ σ22

∥∥hH2uΘ2

∥∥2
2
+ σ20

, (5)

xopt =

√
Pact
t

(
hbu + hH2uΘ2H12Θ1hb1 + hH1uΘ1hb1 + hH2uΘ2hb2

)
σ21

(∥∥hH2uΘ2H12Θ1 + hH1uΘ1

∥∥2
2

)
+ σ22

∥∥hH2uΘ2

∥∥2
2
+ σ20

(11)
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However, since the constraint (14) is not convex, we need
to use the CCP method to decompose this constraint [34]. To
this end, the constraint (14) can be rewritten as

f (dk , vk , yk , ek , tk )− g(uk ) ≤ 0, ∀k ∈ K, (16)

where

g(uk ) = |uk |2, (17a)

f (dk , vk , yk , ek , tk ) = η

(
|yk |2 + Pact

t |vk |2

+ σ21

∥∥∥eHk
∥∥∥2
2
+ σ22

∥∥∥tHk
∥∥∥2
2
+ σ2

∥∥∥dHk
∥∥∥2
2

)
. (17b)

Then, we can approximate the convex function g(uk ) in the
i-th iteration by its first-order Taylor expansion near the point
u
(i)
k , as

ĝ
(
u
(i)
k , uk

)
= 2Re

(
(u

(i)
k )∗uk

)
−
∣∣∣u(i)k

∣∣∣2. (18)

Therefore, the constraint (14) can be approximated as

f (dk , vk , yk , ek , tk )− ĝ
(
u
(i)
k , uk

)
≤ 0, ∀k ∈ K. (19)

Based on the above CCP method, we can recast Problem (8)
as

min
Ω1

f̃ (Θ1,Θ2, x ) +
1

2ρ

K∑
k=1

∣∣∣uk − dHk Akwk + ρλk ,1

∣∣∣2

+
1

2ρ

K∑
k=1

∣∣∣vk − dHk q+ ρλk ,2

∣∣∣2

+
1

2ρ

K∑
k=1

∣∣∣yk − dHk Amwk + ρλk ,3

∣∣∣2

+
1

2ρ

K∑
k=1

‖eHk − dHk B+ ρλTk ,e‖22

+
1

2ρ

K∑
k=1

‖tHk − dHk C+ ρλTk ,t‖22,

s.t. (8c), (7a), (7b), (19). (20)

Note that Problem (20) can be readily verified as a convex
problem, which can be solved by using CVX [35]. However,
the computational complexity of using the CVX to solve
Problem (20) is very high. To reduce the complexity, we next
solve Problem (20) by using the Lagrange dual method.

C. The BCD Algorithm for the Inner Loop

In this subsection, we solve the augmented Lagrange
(AL) problem using the BCD method [36]. We divide the
optimization variables into eight blocks. The details of solving
these subproblems are shown as follows.

1) Optimizing the Beamforming Vector wk : In this sub-
problem, we fix other variables to optimize wk . To simplify
the formulation of Problem (20), we first define the following
parameters

Γk = AH
k dkd

H
k Ak +

K∑
m=1,m �=k

AH
mdkd

H
k Am , (21a)

Algorithm 1 Bisection Search Method to Solve Problem (22)

1: Initialize the accuracy ε, the bounds μlb and μub;
2: repeat
3: if

∑K
k=1

∥∥wopt(0)
∥∥2 ≤ Pr then

4: Terminate;
5: else
6: continue;
7: end if
8: Compute μ =

(
μlb + μub

)
/2;

9: if
∑K

k=1

∥∥wopt(μ)
∥∥2 ≤ Pr then

10: μub = μ;
11: else
12: μlb = μ;
13: end if
14: until

∣∣∣μlb − μub
∣∣∣ ≤ ε.

pk =
(
uk + ρλk ,1

)
AH
k dk +

(
yk + ρλk ,3

)
AH
mdk , (21b)

Γ = blkdiag([Γ1, . . . ,ΓK ]), p =
[
pT1 , . . . ,p

T
K

]T
.(21c)

Then, Problem (20) can be reformulated as

min
w

wHΓw − 2Re
{
pHw

}
, (22a)

s.t. wHw ≤ Pr, (22b)

where w = [wT
1 , . . . ,w

T
K ]T. Since this subproblem (22) is a

quadratic constraint quadratic programming (QCQP) problem,
we can use the Lagrange multiplier method [37] to solve this
problem. Then, the optimal solution wopt can be given by

wopt = (Γ+ μI)−1p, (23)

where μ ≥ 0 is the Lagrange multiplier which needs to satisfy
the complementary slackness conditions for constraint (22b).
Specifically, we can use the bisection search method [37]
to obtain the optimal value of μ. The algorithm to solve
Problem (22) is summarized in Algorithm 1.

2) Optimizing the Receiving Beamforming Vector dk : In
this block, we optimize dk by fixing other variables. To
simplify the representation, we first define the following
parameters

�k = Akwkwk
HAH

k +

K∑
m=1,m �=k

Amwkw
H
k A

H
m

+ qqH + BBH ++CCH, (24a)

m =
1

σ2

(
η

(
|yk |2 + Pact

t |vk |2 + σ21

∥∥∥eHk
∥∥∥2
2

+ σ22

∥∥∥tHk
∥∥∥2
2

)
− 2Re((u

(i)
k )∗uk ) +

∣∣∣u(i)k

∣∣∣2
)
,(24b)

zk =
(
uk + ρλk ,1

)
Akwk +

(
vk + ρλk ,2

)
q

+
(
yk + ρλk ,3

)
Amwk + B

(
eHk + ρλTk ,e

)

+ C
(
tHk + ρλTk ,t

)
. (24c)

Then, Problem (20) can be reformulated as

min
dk

dHk �kdk − 2Re
{
zHk dk

}
, (25a)
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s.t. dHk dk ≤ m, ∀k ∈ K. (25b)

Next, we solve this subproblem (25) using the Lagrange
dual method. The optimal solution doptk can be given by

doptk = (�k + δk IM )−1zk , ∀k ∈ K, (26)

where δk ≥ 0 is the Lagrange multiplier associated with
constraint (25b) which can be found by the bisection search
method.

3) Optimizing the Auxiliary Parameters: In this sec-
tion, we alternately optimize the auxiliary parameters in
{uk , vk , yk , ek , tk}.

Firstly, we optimize {uk} while fixing other variables. Thus,
original Problem (20) can be simplified as

min
uk

∣∣∣uk − dHk Akwk + ρλk ,1

∣∣∣2,
s.t. (19). (27)

For this subproblem, we can use the Lagrangian dual
method. Therefore, the optimal solution u

opt
k can be given by

u
opt
k = dHk Akwk − ρλk ,1 + μku

(i)
k , ∀k ∈ K, (28)

where μk ≥ 0 is the Lagrange multiplier associated with
constraint (19) which can be found by the bisection search
method.

It can be observed that the methods used in optimizing
the variables {vk , yk , ek , tk} are similar to optimizing uk .
Therefore, we can derive the optimal solutions for the remain-
ing variables vk , yk ,m , eHk , t

H
k as

voptk =
dHk q− ρλk ,2

1 + kηP
act
t

, ∀k ∈ K, (29a)

y
opt
k =

∑K
m=1,m �=k d

H
k Amwk − ρλk ,3

1 + ζkη
, ∀k ∈ K, (29b)

eHk =
dHk B− ρλTk ,e

1 + χkησ
2
1

, ∀k ∈ K, (29c)

tHk =
dHk C− ρλTk ,t

1 + ςkησ
2
2

, ∀k ∈ K, (29d)

where k , ζk , χk , ςk ≥ 0 are the Lagrange multipliers asso-
ciated with their corresponding constraints, and the values of
these multipliers can be found by the bisection search method.

4) Optimizing the Phase Shift Θ1: We optimize Θ1 while
fixing the other variables. To simplify the formulation of

Problem (20), we first define T1 = x∗
√

Pact
t HH

12Θ
H
2 h2uh

H
b1,

F1 � x∗
√

Pact
t h1uh

H
b1, Sk = (H2rΘ2H12 + H1r )

Hdk (ek +

ρλk ,e). t1, f1, and sk denote the collection of diagonal
elements of matrix T1, F1 and Sk , respectively.

By using the property Tr(ΘH
1 D1Θ1) = φH

1 (D1 � IN1
)φ1

and Tr(Θ1T
H
1 ) = tH1 φ1 [38], the subproblem can be rewritten

as

min
φ1

φH
1 Ξ1φ1 − 2Re{uH1 φ1}, (30a)

s.t. φH
1 Pφ1 − P1 ≤ 0, (30b)

φH
1 Vφ1 − Pφ1

≤ 0, (30c)

where the parameters are defined as follows

Ξ1 = |x |2σ21
(
hH2uΘ2H12 + hH1u

)H(
hH2uΘ2H12 + hH1u

)

�IN1
+

1

2ρ

K∑
k=1

(
bkb

H
k + L1k

)
, (31a)

P = IN1
�
(
hb1h

H
b1 + σ21IN1

)T
, (31b)

u1 = t1 + f1 − 1

2ρ

K∑
k=1

(mkbk + sk ), (31c)

V = HH
12Θ

H
2 Θ2H12 �

(
(hb1h

H
b1)

T + σ21IN1

)
, (31d)

L1k = σ21

(
dHk H2rΘ2H12 + dHk H1r

)H
×
(
dHk H2rΘ2H12 + dHk H1r

)
� IN1

, (31e)

Pφ1
= P2 − ‖Θ2hb2‖22 − σ22‖Θ2‖22, (31f)

bHk = dHk (H2rΘ2H12 +H1r )diag(hb1), (31g)

mk = dHk (hbr +H2rˆ2hb2)− vk − ρλk ,2. (31h)

Because Ξ1, P and V are semidefinite matrices, subprob-
lem (30) is convex. Thus, we can still use the Lagrange dual
method to solve Problem (30). The Lagrangian function of
Problem (30) is given by

L(φ1, κ) = φH
1 Ξ1φ1 − 2Re{uH1 φ1}
+ κ1

(
φH
1 Pφ1 − P1

)
+ κ2

(
φH
1 Vφ1 − Pφ1

)
,

(32)

where κ = [κ1, κ2]
T � 0 are the Lagrange multipliers

associated with constraints. Then, the dual problem of (32)
can be represented by

max
κ

g(κ) = min
φ1∈D

L(φ1, κ), (33a)

s.t. κ � 0, (33b)

where D = {φ1|(30b) ∩ (30c)} denotes the feasible domain
of φ1. Since Problem (30) is convex and satisfies the Slater
condition. By setting ∂L(φ1, κ)/φ1 = 0, the optimal solution
of φ

opt
1 is given by

φ
opt
1 = (Ξ1 + κ1P+ κ2V)−1u1, (34)

where κ1 and κ2 can be determined by the ellipsoid
method [39].

The main idea of the ellipsoid method is to generate a series
of closed sets with decreasing volumes, where each closed set
contains the optimal κ . As the number of iterations increases,
the closed set will eventually converge to the optimal κ . A
common choice is to use ellipsoids of different volumes to
characterize these closed sets. Therefore, the ellipsoid in the
t-th iteration can be represented by

Ψ(t) =

{
z|
(
z− κ(t)

)T
Υ(t)

(
z− κ(t)

)
≤ 1

}
(35)
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Algorithm 2 Ellipsoid Method to Solve Problem (30)

1: Initial the iteration number t = 0, and the ellipsoid (Υ(0), κ
(0)
k ),

the accuracy ε. Let fobj(κ
(0)) denote the value of objective

function (30a), k ∈ {1, 2}.
2: repeat
3: if κ(t) � 0 then
4: Compute the subgradient g(t) according to (37);
5: else
6: g(t)(k) = min{sgn(κ(t)k ), 0}, k ∈ {1, 2};
7: end if
8: Normalized the subgradient g(t) according to (36a);
9: Update κ(t+1) according to (36b);

10: Update Υ(t+1) according to (36c);
11: t = t + 1;
12: Calculate the value of fobj;

13: until

∣
∣
∣fobj(κ

(t+1))−fobj(κ
(t))

∣
∣
∣

fobj(κ(t))
≤ ε.

where κ and Υ(t) ∈ S
n
++ denote the center of Ψ(t) and the

size and shape of Ψ(t), respectively. According to [39], the
update criteria are given as follows:

g̃(t) =
1√(

g(t)
)T

Υg(t)
g(t), (36a)

κ(t+1) = κ(t) − 1

n + 1
Υ(t)g̃(t), (36b)

Υ(t+1) =
n2

n2 − 1

(
Υ(t) − 2

(n + 1)
Υ(t)g̃(t)(g̃(t))TΥ(t)

)
,

(36c)

where g(t) denotes the subgradient. For Problem (33), the
subgradient is calculated as

g(t) =

[
φH
1 Pφ1 − P1

φH
1 Vφ1 − Pφ1

]
. (37)

Furthermore, if κ is not feasible, i.e., ∃ κk < 0, k ∈ {1, 2},
the corresponding subgradient can be calculated as g(t)(k) =

min{sgn(κ(t)k ), 0}, k ∈ {1, 2}. Based on the above analysis,
the overall algorithm is summarized in Algorithm 2.

5) Optimizing the Phase Shift Θ2: We optimize Θ2

while fixing the other variables. Firstly, we define T2 �
x∗

√
Pact
t h2uh

H
b1Θ

H
1 H

H
12, F2 � x∗

√
P act

t h2uh
H
b2, M1 �

σ21 |x |2h2uhH
1uΘ1Θ

H
1 H

H
12, M2k � HH

2rdkd
H
k H1rΘ1Θ

H
1 H

H
12,

Gk � HH
2rdk (tk + ρλk ,t)

H, and Qk � HH
2rdk (ek +

ρλk ,e)
HHH

12Θ
H
1 . t2, f2, m1, m2k , gk , and qk are the collection

of diagonal elements of matrix T2, F2, M1, M2k , Gk , and Qk ,
respectively.

Then, by using the similar method used to optimize Θ1, this
subproblem can be formulated as

min
φ2

φH
2 Ξ2φ2 − 2Re{uH2 φ2} (38a)

s.t. φH
2 Zφ2 ≤ P2, (38b)

where the parameters are defined as follows

Ξ2 = |x |2h2uhH2u �
(
σ21(H12Θ1Θ

H
1 H

H
12)

T + σ22IN2

)

+
1

2ρ

(
K∑
k=1

rk r
H
k + L2k

)
, (39a)

Z = IN2
� ((H12Θ1hb1h

H
b1Θ

H
1 H

H
12)

T

+ (hb2h
H
b2 + σ22IN2

)T + σ21(H12Θ1Θ
H
1 H

H
12)

T),(39b)

L2k =
(
HH
2rdkd

H
k H2r

)
�
(
(H12Θ1Θ

H
1 H

H
12)

T + IN2

)
, (39c)

u2 = t2 + f2 +m1 − 1

2ρ

K∑
k=1

(nk rk +m2k + gk + qk ),

(39d)

rHk = dHk H2r (diag(H12Θ1hb1) + diag(hb2)), (39e)

nk = dHk (hbr +H1rΘ1hb1)− vk − ρλk ,2. (39f)

Then, we can get the optimal solution of φ
opt
2 , given by

φ
opt
2 = (Ξ2 + ξZ)−1u2, (40)

where ξ ≥ 0 is the Lagrange multiplier associated with
constraints which can be determined by the bisection search
method.

D. The Overall Algorithm for Solving the Optimization
Problem

As shown in Algorithm 3, there are two loops in the PDD
framework. For the inner loop of the PDD framework, we
use the BCD method to divide the original problem into
several subproblems. Then, we solve the subproblems using
the Lagrange dual method with the bisection search method
and the ellipsoid method. For the outer loop, we update the
dual variables and penalty factors according to the value of
constraint violation.

The computational complexity of the proposed PDD-based
algorithm can be represented by

O(IouterIinner(o1 + o2 + o3 + o4 + o5)), (41)

where o1 = (M 3 + M 2 + (K 3M 3 + K 2M 2)log I0
ε ), o2 =

K (M 2(N1 + N2) + log I0
ε (M

3 +M 2)), o3 = Klog I0
ε (M

2 +
MN1+MN2), o4 = (N1N2+MN2+MN1+N 2

1 +N 2
2 +(N 3

1 +

N 2
1 )log

RG
ε ), and o5 = (M 2N2 + N 2

1N2 + N1N
2
2 + (N 3

2 +

N 2
2 )log

I0
ε ) denote the computational complexity of optimizing

{wk}, {dk}, {uk , vk , yk , ek , tk}, Θ1, and Θ2, respectively.
Iouter and Iinner denote the number of outer loop iterations
and inner loop iterations, respectively. I0 is the initial interval
of the bisection-search method. G and R denote maximum
length of the sub-gradients and the length of the semi-axes on
the initial ellipsoid.

It can be observed that the computational complex-
ity of the proposed algorithm is mainly dominated by
O(IouterIinner(M

3 + N 3
1 + N 3

2 )), which is acceptable in the
analysis of beamforming design [15], [22]. Besides, due to the
application of Lagrangian dual method and ellipsoid method,
the computational complexity of our proposed algorithm has
been much lower than compared to the interior point.
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Algorithm 3 Low-Complexity Algorithm Based on PDD
Framework

1: Initial the iteration number t = 0, the tolerance of accuracy
ε, ρ(0) > 0, σ > 0, 0 < c < 1, feasible Ω

(0)
1 .

Calculate the objective function value of Problem (20),
denoted as P(Ω

(0)
1 , ρ(0),λ(0)), and the achievable data

rate in (6), denoted as R(0). λ(0) is the collection of dual
parameters {λ(0)k ,2, λ

(0)
k ,3,λ

T(0)
k ,e ,λ

T(0)
k ,t }. h(0) = max{|uk −

dHk Akwk |, |vk−dHk q|, |yk−
∑K

m=1,m �=k d
H
k Amwk |, |eHk −

dHk B|, |tHk − dHk C|} denote the maximum value of con-
straint violation between (13a), (13b), (13c), (13d) and
(13e).

2: repeat
3: repeat
4: By fixing the other variables, calculate the optimal

value of w(t+1)
k in (23);

5: By fixing the other variables, calculate the optimal
value of d(t+1)

k in (26);
6: By fixing the other variable, alter-

nately calculate the optimal value of
{x (t+1), u

(t+1)
k , v

(t+1)
k , y

(t+1)
k , e

(t+1)
k , t

(t+1)
k } in

(28) and (29), respectively;
7: By fixing the other variable, alternately calculate the

optimal value of Θ
(t+1)
1 , Θ

(t+1)
2 in (34) and (40),

respectively;
8: Calculate the objective function value:

P(Ω
(t+1)
1 , ρ(t+1),λt+1);

9: until

∣
∣
∣P(Ω

(t+1)
1 ,ρ(t+1),λ(t+1))−P(Ω

(t)
1 ,ρ(t),λ(t))

∣
∣
∣

P(Ω
(t)
1 ,ρ(t),λ(t))

≤ ε

10: Compute the maximum value of constraint violation
h(t+1);

11: Compute the achievable data rate R(t+1);
12: if h(t+1) ≤ σ then
13: λ(t+1) = λ(t) + 1

ρ(t)
h(t+1), ρ(t+1) = ρ(t);

14: else
15: λ(t+1) = λ(t), ρ(t+1) = cρ(t);
16: end if
17: t = t + 1;

18: until |R(t+1)−R(t)|
R(t) ≤ ε

IV. JOINT BEAMFORMING DESIGN

ALGORITHM FOR PASSIVE RIS

In this section, we consider the double passive RIS-assisted
RCC system to provide a comparison benchmark scheme for
double active RIS-assisted RCC systems. Unlike active RIS,
passive RIS does not amplify the thermal noise, at the cost of
severe signal attenuation. In addition, for each element in the
phase shift matrix of the passive RIS, we have unit-modulus
constraints, i.e., |φ1(n)| = 1,n = 1, . . . ,N1, |φ2(n)| = 1,
n = 1, . . . ,N2. Therefore, the original Problem (20) for
double passive RISs can be formulated as

min
Ω2

− P
pas
t

σ20
|hbu + hH2uΘ2H12Θ1hb1 + hH1uΘ1hb1

+ hH2uΘ2hb2|2

+
1

2ρ

K∑
k=1

∣∣∣uk − dHk Akwk + ρλk ,1

∣∣∣2

+
1

2ρ

K∑
k=1

∣∣∣vk − dHk q+ ρλk ,2

∣∣∣2

+
1

2ρ

∣∣∣yk ,m − dHk Amwk + ρλk ,3

∣∣∣2, (42a)

s.t. η

(
|yk |2 + Ppas

t |vk |2 + σ2
∥∥∥dHk

∥∥∥2
2

)

− 2Re
(
(u

(i)
k )∗uk

)
+
∣∣∣u(i)k

∣∣∣2 ≤ 0, (42b)

K∑
k=1

‖wk‖2 ≤ Pr, (42c)

|φ1(n)| = 1,n = 1, . . . ,N1, (42d)

|φ2(n)| = 1,n = 1, . . . ,N2, (42e)

where ΩΩΩ2 = {wk , dk ,Θ1,Θ2, uk , vk , yk}, Ppas
t denote the

transmitted power at BS. Since this problem is similar
to Problem (20), we can still use the BCD algorithm to
optimize each variable separately. The optimal solutions of
{wk , dk , uk , vk , yk} for passive RIS have the same form as in
the active RIS scenario. Therefore, in the following part, we
just discuss how to design the phase shift variable Θ1 and Θ2

for passive RISs.
1) Optimizing Phase Shift Θ1: The original Problem (42)

can be rewritten as

max
φ1

φH
1 Ξ3φ1 − 2Re{φH

1 s1}, (43a)

s.t. |φ1(m)| = 1,m = 1, . . . ,N1, (43b)

where the parameters are defined as follows

Ξ3 = aaH − 1

2ρ

K∑
k=1

bkb
H
k , s1 =

1

2ρ

K∑
k=1

bkmk − a0a, (44a)

a0 = hbu + hH2uΘ2hb2, (44b)

aH =
(
hH2uΘ2H12 + hH1u

)
diag(hb1). (44c)

Since Problem (43) has unit-modulus constraints, it is a non-
convex problem. We can use the MM algorithm to solve this
problem [40].

For any given solution φt
1 at the t-th iteration and for any

feasible φ1, we have

φH
1 Ξ3φ1 ≥ 2Re

{
φH
1 (Ξ3 − λminIN1)φ

t
1

}

+
(
φt
1

)H
(λminIN1 − Ξ3)φ

t
1 + λminN1, (45)

where λmin is the minimum eigenvalue of Ξ3.
Thus, Problem (43) can be transformed into a more tractable

form as follows

max
φ1

2Re
{

φH
1 v

t
1

}
, (46a)

s.t. |φ1(n)| = 1,n = 1, . . . ,N1, (46b)

where vt1 = (Ξ3 − λminIN1
)φt

1 − s1.
Then, the optimal solution φ

opt
1 can be given by

φ
(t+1)
1 = ej∠(v

t
1). (47)
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Algorithm 4 MM Method to Solve Problem (43)

1: Initialize t = 0, φ
(t)
1 ;

2: repeat
3: Compute the value of vt1;

4: Update φ
(t+1)
1 = ej∠(vt1) ;

5: until the objective function converges.

Fig. 2. Simulation proposition.

The overall algorithm to solve Problem (46) is summarized
in Algorithm 4.

2) Optimizing Phase Shift Θ2: For this subproblem, we can
still optimize the phase shift matrix Θ2 by using the same
method as optimizing the matrix Θ1. Therefore, the original
Problem (42) can be transformed into

max
φ2

2Re
{

φH
2 v

t
2

}
, (48a)

s.t. |φ2(n)| = 1,n = 1, . . . ,N2, (48b)

where the parameters can be defined as follows

vt2 =
(
Ξ4 − λminIN2

)
φt
2 −

K∑
k=1

1

2ρ
rknk + b0b, (49a)

Ξ4 = bbH − 1

2ρ

K∑
k=1

Rk , b0 = hbu + hH1uΘ1hb1, (49b)

bH = hH2u (diag(H12Θ1hb1) + diag(hb2)). (49c)

Finally, the optimal solution φ
opt
2 can be given by

φ
(t+1)
2 = ej∠(v

t
2). (50)

V. SIMULATION RESULTS

In this section, numerical results are provided to demon-
strate the advantages of using double active RISs compared
with single active RIS and double passive RISs in RCC
systems.

A. Simulation Parameter Setting

As shown in Fig. 2, we consider a double RIS-assisted RCC
system with two-dimensional coordinates where the location
of BS, UE, active RIS 1, active RIS 2, and radar are set to
(0 m, 0 m), (100 m, 0 m), (0 m, 5 m), (100 m, 5 m), and
(50 m, 25 m), respectively. Both BS and UE are equipped with
a single antenna. According to [15], [22], the default setting

of radar-related parameters are specified in the “Radar Model”
block of Table I.

The large-scale path loss of the channel in dB is modelled
as

PL =PL0 − 10αlog10

(
d

d0

)
, (51)

where α is the large-scale path-loss factor, PL0 is the path-loss
value when the reference distance is d0, and d is the distance
between the transmitter and the receiver. In our simulations,
we assume d0 = 1 m, and PL0 = −30 dB. The path loss
factors for channel hbu , hb1, hH2u , hb2, hH1u , hbr , H1r , H2r ,
and H12 are denoted by αBS−UE, αBS−RIS1, αRIS2−UE,
αBS−RIS2, αRIS1−UE, αBS−Radar, αRIS1-Radar, αRIS2−Radar
and αRIS1-RIS2, respectively. The long distance between the
BS and UE increases the likelihood of encountering additional
obstacles and scatterers. Consequently, the path loss factor for
this link is assumed to be 3.75. Moreover, the double reflection
link (RIS 1-RIS 2) has the capability to circumvent obstacles
more effectively thanks to their deployment locations, increas-
ing the likelihood of establishing a communication link with
low path loss [41]. Therefore, the default setting of path loss
factors are specified in the “Communication Model” block of
Table I.

The small-scale fading which follows Rician fading can be
modeled as

H̃ =

√
β

β + 1
H̃LoS +

√
1

β + 1
H̃NLoS, (52)

where β is the factor of Rician fading. H̃LoS and H̃NLoS

respectively denote the line of sight (LoS) and the non-LoS
(NLoS) channel which follows Rayleigh fading. H̃LoS can be
modeled as H̃LoS = aDr

(ϑAoA)aH
Dt

(ϑAoD ), where

aDr

(

ϑAoA
)

=
[

1, ej
2πd
λ sinϑAoA

, . . . , ej
2πd
λ (Dr−1) sinϑAoA

]T
,

(53)

and

aDt

(
ϑAoD

)
=

[

1, ej
2πd
λ

sinϑAoD
, . . . , ej

2πd
λ

(Dt−1) sinϑAoD
]T

, (54)

where λ, d, ϑAoA, and ϑAoD represent the wavelength, the
separating distance of antennas, the arrival angle, and depar-
ture angle, respectively. Both ϑAoA and ϑAoD follow a random
distribution within [0, 2π]. Dt and Dr denote the number of
antennas/reflecting elements of RIS in the transmitter and the
receiver, respectively. The default setting of other parameters
are specified in Table I.

B. Benchmark Schemes

To verify the advantages of deploying double active RISs
in the RCC system, we compare the performance between the
following schemes:

• Double active RISs (DAR): Two active RISs are deployed
in the RCC system. The corresponding algorithm in this
scheme is based on Algorithm 3.

• Double passive RISs (DPR): Two passive RISs are
deployed in the RCC system. The corresponding algo-
rithm in this scheme is based on Section IV.
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TABLE I
SIMULATION CONFIGURATIONS

• Single active RIS i (SAR): Single active RIS i is deployed
in the RCC system. For the case of deploying single
active RIS 1 near the BS, we set H12 = 0, H2r = 0,
hb2 = 0, hH2u = 0, and skip the step of optimizing Θ2 in
the proposed algorithm. For the case of deploying single
active RIS 2 near the UE, we set H12 = 0, H1r = 0,
hb1 = 0, hH1u = 0, and skip the step of optimizing Θ1 in
the proposed algorithm.

• No RIS (NR): RIS is not deployed in the RCC system.
Specifically, we set H1r = 0, H2r = 0, H12 = 0,
hH2u = 0, and hH1u = 0. Then, we skip the steps for
optimizing Θ1 and Θ2 in the proposed algorithm.

Then, based on the power model in [21], the total power
consumption models for the above schemes are described
respectively as follows

QDAR
total = Pact

t + Pr + P1 + P2

+ (N1 + N2)(PSW + PDC), (55a)

QDPR
total = P

pas
t + Pr + (N1 + N2)PSW, (55b)

QSAR
total = Pact

t + Pi + Pr (55c)

+ Ni (PSW + PDC), ∀i ∈ {1, 2}, (55d)

QNR
total = Pno

t + Pr, (55e)

where PSW and PDC denote the power consumption of the
switch and control circuit for each RIS reflecting element, the
direct current bias power for each active reflecting element,
respectively.

In the following simulations, we compare the performance
difference between the above schemes with the same total
power budget and the same total number of reflecting elements
of RISs for fairness. Thus, we define the total system power
budget as Qtotal = QDAR

total = QDAR
total = QSAR

total = QNR
total.

Then, the relationship between the radar power budget and the
total system power budget is given by

Pr = γQtotal, (56)

where γ ∈ [0, 1] represents the power allocation factor. Unless
specified otherwise, we set Pact

t = P1 = P2. The default
setting of the above power model related parameters are listed
in the Table I.

C. Convergence Behavior of the Proposed Algorithm

In this subsection, we set Pr = 10 W, Pact
t = P1 =

P2 = 0.4W. Fig. 3 illustrates the convergence behavior of

Fig. 3. Convergence behavior of PDD algorithm.

Fig. 4. Achievable data rate versus the total number of reflecting elements.

the proposed algorithm. It is shown that the algorithm quickly
converges within about 10 iterations and the value of the
constraint violation reaches the level of 10−6, which allows
the equation constraint to hold and ensure the feasibility of
the PDD algorithm.

D. The Impact of the Number of Reflecting Elements

Fig. 4 shows the achievable data rate versus the number of
reflecting elements. Note that the total number of elements
N = N1 + N2 is the same for different schemes. As
shown in Fig. 4, the achievable data rate of the double
active RIS-assisted system significantly outperforms the other
benchmarks. It illustrates that active RIS can effectively
overcome the “multiplicative fading” effect introduced by
passive RIS. Furthermore, the double active RIS-assisted RCC
system performs better than the single active RIS-assisted RCC
system. This illustrates that deploying double active RISs in
RCC system can yield cooperative benefits, thereby enhancing
the achievable data rate.

E. The Impact of the Location of RIS

In Fig. 5, we investigate the impact of the locations of two
RISs on the achievable data rate by moving the positions of
two RISs. By denoting the horizontal coordinate of the RIS 1
as x, the locations of RIS 1 and RIS 2 are set to (x m, 0 m),
(100 − x m, 0 m), respectively. It can be seen that the double
active RIS-assisted system achieves superior performance over
other schemes in all locations. It is interesting to observe that,
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Fig. 5. Achievable data rate versus locations of RIS, x(m).

Fig. 6. Achievable data rate versus total system power.

Fig. 7. Successful probability of a feasible solution versus η.

as x increases, the achievable data rate of the double active
RIS-assisted system decreases while data rate of the single
active RIS-assisted system increases. This is because as x
increase, the power of the signal received by UE decreases due
to the increased path loss of the RIS 2-UE link and BS-RIS 1
link. Furthermore, the achievable data rate of the two schemes
reaches the same level at about x = 45 m. It shows that the
double RISs can be regarded as a single RIS equipped with
N1+N2 reflecting elements as the two RISs get closer to each
other.

Fig. 8. Achievable data rate versus γ.

F. The Impact of the Total System Power

In Fig. 6, we compare the achievable data rate versus the
total system power budget. It can be seen that the double active
RIS-assisted RCC system exhibits better system performance
than the other benchmarks, as the total system power budget
increases. Thus, deploying double active RISs in RCC systems
can effectively reduce system power consumption while
guaranteeing the required achievable data rate.

G. The Successful Probability of a Feasible Solution
Versus η

In Fig. 7, we study the successful probability of a feasi-
ble solution versus radar SINR requirements, i.e., η. As η
increases, it becomes more difficult to find a feasible solution
that satisfies radar SINR requirements. When η = 29 dB, the
double active RIS-assisted RCC system exhibits a probability
of over 95% to find a feasible solution, whereas the double
passive RIS-assisted RCC system has only about a 60%
probability of finding a feasible solution. This clearly shows
that interference between the radar and the communication
system limits the improvement of radar detection performance,
i.e., the radar SINR requirement. It demonstrates that double
active RISs can more effectively reduce the interference
from communication systems to radar compared with other
schemes, and thus can improve the detection performance of
the radar.

H. The Impact of Power Allocation Factor γ

In Fig. 8, we investigate the achievable data rate versus
power allocation factor, i.e., γ. It can be seen that when
γ ≤ 0.2, all the schemes fail to find a feasible solution. As γ
increases, double active RIS-assisted system is the first scheme
to find a feasible solution compared with the other schemes,
which means that the double active RISs-assisted RCC system
only requires a low radar power budget, i.e., a small value of
γ, to satisfy the radar detection performance, i.e., minimum
SINR requirement. This is because that the double active
RIS-assisted RCC system can well suppress the interference
from the communication system to the radar. Furthermore,
in the double active RIS-assisted RCC system, radar SINR
requirements can be satisfied by assigning less power to the
radar under a specified total power budget. Consequently, more
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power can be allocated to double RISs and BS to enhance the
achievable data rate.

VI. CONCLUSION

In this paper, we investigated the jointly beamforming
design for a double active RIS-assisted RCC system. We
formulated an achievable data rate maximization problem with
the guaranteed radar SINR requirement and the power budget
limitations of the radar and two active RISs. Because of
the nonconvexity of the original problem, we proposed the
PDD algorithm based on the FP method and CCP method to
convert the original problem to a convex problem. In the inner
loop of the PDD framework, we used the BCD method to
divide the original problem into several subproblems. Then, we
solved the subproblems using the Lagrange dual method. In the
outer loop, we updated the dual variables and penalty factor.
Simulation results verified the effectiveness of the proposed
scheme. We also validated that the proposed algorithm based
on the double active RIS-assisted system achieves better
system performance than other benchmark schemes under
the same power budget and number of reflecting elements.
Furthermore, it is shown that double active RIS-assisted
system has superior performance over other schemes in all
locations of RISs.

For simplicity, self-interference between the two active RISs
was not considered in this paper, and thus the effect of self-
interference on RCC system will be further explored in future
research work.
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